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1 Introduction

As noted by The Economist (22/01/2011, p. 11), “[s]everal prominent economists now reckon that inequality was a root cause of the financial crisis.” Indeed, in recent years there has been a proliferation of analyses supporting this view (e.g. UN Commission of Experts, 2009; Stiglitz, 2009; IMF-ILO, 2010; Rajan, 2010; Reich, 2010; Kumhof and Rancière, 2010; Kumhof et al, 2012; Galbraith, 2012; Palley, 2012). The explanation is straightforward: As the benefits of rising aggregate income over the past decades were confined to a rather small group of households at the top of the income distribution, the consumption of the lower and middle income groups was largely financed through rising credit rather than rising incomes. This process was facilitated by government action, both directly through credit promotion policies and indirectly through the deregulation of the financial sector. But with the downturn in the housing market and the sub-prime mortgage crisis starting in 2007, the overindebtedness of the U.S. personal sector became apparent and the debt-financed private demand expansion came to an end. We refer to this line of argument as the “Rajan hypothesis”, because of the impetus Rajan’s book “Fault Lines” (2010) has given to the renewed interest in inequality as a macroeconomic risk.

Rajan (2010, p. 9) succinctly summarises his argument as follows:

“[T]he political response to rising inequality – whether carefully planned or an unpremeditated reaction to constituent demands – was to expand lending to households, especially low-income ones. The benefits – growing consumption and more jobs – were immediate, whereas paying the inevitable bill could be postponed into the future. Cynical as it may seem, easy credit has been used as a palliative throughout history by governments that are unable to address the deeper anxieties of the middle class directly. […] In the United States, the expansion of home ownership – a key element of the American dream – to low and middle-income households was the defensible linchpin for the broader aims of expanding credit and consumption. But when easy money pushed by a deep-pocketed government comes into contact with the profit motive of a sophisticated, competitive, and amoral financial sector, a deep fault line develops.” (Rajan, 2010, p. 9)

While Rajan puts a lot of emphasis on government failure and the political economy of income inequality and financial market deregulation, the more important implication of his analysis is the rejection of the conventional theories of consumption, which see no link between the inequality of (permanent) income and aggregate personal consumption, and hence no need for government action stimulating consumption and jobs in response to higher inequality. Moreover, while many recent analyses of the crisis point to the crucial role of deregulated financial markets, asset bubbles and debt accumulation (e.g. Shiller, 2008; Reinhart and
Rogoff, 2010), “[t]hat does not however seem to be the end of the matter, since inequality could have had an indirect effect in contributing to the asset bubble” (Atkinson and Morelli, 2010, p. 58). Thus, in essence, the Rajan hypothesis posits that given the rise in inequality the credit expansion in the personal sector was both necessary for supporting aggregate demand and employment, and it was unsustainable.

The Rajan hypothesis existed long before Rajan (2010). In his bestseller on the causes of the “Great Crash” of 1929 and the subsequent Great Depression in the United States, John K. Galbraith (1954) mentions “the bad distribution of income” as the first of “five weaknesses [which] seem to have had an especially intimate bearing on the ensuing disaster” (Galbraith, 1954 [1997, pp. 177 et seq.]). Similarly, the former chairman of the Federal Reserve Bank, Marriner S. Eccles, points to the rising inequality and credit-financed consumption during the 1920s when, “as in a poker game where the chips were concentrated in fewer and fewer hands, the other fellows could stay in the game only by borrowing. When their credit ran out, the game stopped” (Eccles, 1951, p. 76). While these lessons from the Great Depression were largely forgotten, perhaps due to the relatively low inequality during the first three post-war decades, some economists have essentially anticipated the Rajan hypothesis since the 1980s, when inequality started to soar again in the United States (e.g. Pollin, 1988; Palley, 1994, 2002; Frank, 1999, 2007; Boushey and Weller, 2006; Dutt, 2006; Cynamon and Fazzari, 2008; Barba and Pivetti, 2009; Horn et al., 2009).

But many economists either ignored the macroeconomic implications of inequality or explicitly welcomed the increasing availability of personal credit as an efficient market response to a higher demand by households for insurance against a higher dispersion of the transitory component of income (e.g. Greenspan, 1996; Krueger and Perri, 2003, 2006). Theoretically, this lack of attention to inequality seemed justified by the permanent income hypothesis, first formulated by Friedman (1957), which posits that household consumption is unrelated to the inequality of permanent income. However, recent empirical work strongly suggests that the rise in inequality over the past decades has been largely due to the permanent rather than transitory components of income (e.g. Kopczuk et al., 2010). The Rajan hypothesis, which relies on the assumption of a higher inequality in the permanent component of income, is thus of great theoretical importance, and it bears resemblance to the relative income hypothesis (Duesenberry, 1949; Frank, 1985, 2005).

---

1 See Olney (1991) for an analysis of the expansion of personal credit during the 1920s. See Olney (1999) for an analysis of the link between personal credit and debt and the consumption collapse of 1930. See Kumhof and Rancière (2010) for a discussion of the parallels between the Great Depression and the Great Recession in terms of the link between inequality, household debt, and crisis.
The Rajan hypothesis has triggered a lively debate about inequality in the United States, and the initial reception was controversial (Financial Times, 01/10/2010; The Economist, 22/01/2011). Rajan’s critique of government policies that explicitly aimed at promoting lending to low income groups was taken up in the dissenting statement of the Republican members of the government’s Financial Crisis Inquiry Commission (FCIC, 2011, p. 486). Some thus saw it as “a Republican narrative” and have taken issue with its underlying political tone, perceived to suggest that “the poor caused the crisis” together with misguided government policies responding to their demands (Johnson, 2011). Yet, the “Democratic” majority group of the FCIC refers especially to Rajan’s (2005) earlier critique of the deregulation of the financial system, which was defended at the time by many economists and by the political establishment (FCIC, 2011, p. 17). Palley (2012) is also very critical of Rajan (2010) and argues that “according to Rajan, the only effect of worsened income distribution was to provoke populist meddling. There were no effects regarding creating a shortage of demand, which is part of the Keynesian account of income distribution” (Palley, 2012, p. 120). However, as the quote from the introduction of Rajan (2010, p. 9) shows, the Rajan hypothesis is explicitly macroeconomic. Others have noted the lack of emphasis on the explosion of incomes within the very top (5, or 1 per cent) of the income distribution in Rajan’s argument, which focuses on changes in the 90/10 and 90/50 income differentials due to skill-biased technological change. Top inequality in turn may have been driven by political decisions, which were facilitated by the role of the financial industry in lobbying and political party funding (e.g. Hacker and Pierson, 2010), but is also related to the deregulation of the financial markets. Thus, the concomitant rise in inequality and financial fragility may be due to coincidence rather than causality (Krugman, 2010; Atkinson and Morelli, 2010; Acemoglu, 2011).

Recently, however, there seems to be increasing agreement that rising inequality, whatever its precise origins, did play a role in the specific case of the U.S. financial crisis, although it is doubted whether the argument can be universally applied to other countries and crises. Kumhof et al. (2012), building on Kumhof and Rancière (2010)\(^2\), argue, on the basis of an open economy, dynamic stochastic general equilibrium (DSGE) model, that in advanced, especially Anglo-Saxon, economies with highly developed financial markets, rising inequality has led to a deterioration of savings-investment balances, as the poor and middle class borrowed from the rich and from foreign lenders to finance consumption. This view is supported by results

\(^2\)Kumhof and Rancière (2010) present a theoretical dynamic stochastic general equilibrium model (DSGE) where the increase in the top income share leads to higher leverage for the remainder of the population, and eventually triggers a financial and real crisis. The macroeconomic models by Palley (1994) and Dutt (2006) describe essentially similar mechanisms. See Subsection 4.4.
from a panel regression analyses for 18 OECD countries for the period 1968-2008. However, the generality of these results is called into question by the findings of Bordo and Meissner (forthcoming) who estimate a panel of 14 advanced economies for the period 1920-2008 and conclude that while financial crises are typically preceded by credit booms, inequality only occasionally rises during periods of credit expansion. For example, it has been argued that in Germany, private households did not react to falling incomes and increased income dispersion by borrowing more, but by higher precautionary savings, thus contributing to the improvement of the current account since the early 2000s (e.g. Carlin and Soskice, 2007; Fitoussi and Stiglitz, 2009; Bofinger, 2012). Similarly, Atkinson and Morelli (2010, p. 66) conclude from their cross-country empirical analysis that “[o]utside the US, the history of systemic banking crises in different countries around the world does not suggest that either rising or high inequality has been adduced as a significant causal factor.” The Economist (17/3/2012) concludes: “Mr Rajan’s story may work for America’s 2008 crisis. It is not an iron law”.

In this paper, we focus on the United States and summarise the available empirical literature in support of the Rajan hypothesis beyond the largely anecdotal evidence provided in Rajan (2010). We also discuss some of the criticisms and, indeed, weaknesses in Rajan’s own argument. Moreover, we place the Rajan hypothesis in the context of competing theories of consumption and, specifically, a recently growing body of literature that calls for a renaissance of the relative income hypothesis.

The remainder of this paper is structured as follows: Section 2 briefly describes the evolution of income distribution and the composition of aggregate demand in the United States during the past decades. Section 3 shows that the Rajan hypothesis is inconsistent with the influential but largely flawed view that the rise in personal debt prior to the Great Recession responded to the increased demand by households for insuring transitory income shocks. Rather, the Rajan hypothesis can be seen as an application of the relative income hypothesis of consumption, which predicts that households will react to a decline in (permanent) relative incomes by lower saving and higher debt. Section 4 discusses the empirical evidence supportive of the Rajan hypothesis and the relative income model. Section 5 concludes.

3 In van Treeck and Sturn (forthcoming), we also discuss the macroeconomic consequences of changes in the distribution of income in China and Germany, which both experienced pronounced declines in the share of wages and household income in national income, strong increases in personal inequality, rising personal saving rates, weak private consumption demand and strong improvements in the current account before the Great Recession. Specifically, we argue that the ways in which consumers react to changes in relative income depend on such institutional factors as the deepness and regulation of the credit markets, the organisation of the labour market and the education and welfare systems, and the reactivity of monetary and fiscal policy to cyclical unemployment. We conclude that reducing inequality in these countries is crucial for overcoming the global and European current account imbalances and macroeconomic instability over the longer term.
2 Trends in income distribution and aggregate demand

The old theories of underconsumption feared that a gradual decline in the wage share in national income would lead to a shortfall of aggregate demand and oversaving due to a lack of purchasing power of the consuming classes (e.g. Malthus, 1820; Hobson, 1909). At first sight at least, nothing could be further from the truth with respect to the macroeconomic trends in the United States before the Great Recession: While the share of labour income in gross domestic income decreased somewhat since the early 1980s, private consumption as a share of GDP increased massively by almost 10 percentage points (Figure 1). This has been accompanied by a deterioration of the trade balance and the current account, especially since the mid-1990s (Figure 2). These changes in the composition of aggregate demand were accompanied by rather robust economic growth and low unemployment.

Note that the rise in private consumption as a share of GDP is due entirely to higher non-durable consumption spending, while the ratio of durable consumption to GDP has been flat over time. That is, the rise in the consumption-to-GDP ratio does not reflect increased saving through durables. The increase in the consumption-to-GDP ratio has not been continuous, but there are flat segments especially in the mid-1990s and in the first half of the 2000s. However, the weaker consumption dynamics during that time have been more than compensated for by private investment in housing. Partly as a result of this, household net lending, unlike personal saving, was positive in 1999-2007 (Figure 2). While the government deficit and the corporate financial balance, although highly cyclical, have been at similar levels in the mid-1980s and mid-2000s, the secular decline in the private household balance fully accounts for the weaker current account in the mid-2000s as compared to the mid-1980s.

The explosion of top incomes is certainly the most peculiar aspect of the rise in inequality in the United States. Most strikingly, the increase in the share of top incomes is driven mainly by that within the top 1 per cent, or even the top 0.5 and 0.1 per cent, of all households (Figure 3). This phenomenon is quantitatively very important: While the top 10 per cent account today for almost half of total pre-tax household income, the top 1 per cent alone account for almost one fifth. Moreover, as noted by Piketty and Saez (2006, p. 204), “top executives (the “working rich”) replaced top capital owners (the “rentiers”) at the top of the income hierarchy during the twentieth century.”

But even below the top 10 per cent, the increase in income dispersion has been very substantial in the United States. Although the precise estimates of inequality differ according to
different data sources, there is little controversy about the overall trends. Figure 4, based on data from the Current Population Survey (CPS), shows the evolution of hourly wages at the 10\textsuperscript{th}, 50\textsuperscript{th} and 90\textsuperscript{th} percentiles of the wage distribution for all workers (men and women combined). In the bottom half of the distribution, individual wage inequality has sharply increased in the early 1980s but has remained roughly constant since then. By contrast, wage inequality has steadily increased in the top half of the distribution since the early 1980s. Note that the increase in inequality has been more pronounced for income than for hourly wages in the upper half of the distribution, partly because high income households receive a larger fraction of their income from capital. By contrast, it was less pronounced for income than for hourly wages at the bottom of the distribution, mainly as a result of government transfers (see Heathcote et al., 2010). Figure 5 shows the rate of growth of real family incomes for two time periods. Real pre-tax income growth (excluding capital gains) has been considerably lower in 1977-2007 as compared to 1947-1977 for all families except for those at the very top. The first period is also referred to as the “Great Convergence” (Goldin and Margo, 1992), as lower and middle incomes have grown faster than top incomes.

3 The Rajan hypothesis and the relative income hypothesis

3.1 Why was the problem of inequality ignored for so long?

The permanent income and life-cycle hypotheses (Friedman, 1957; Modigliani and Brumberg, 1954) posit that aggregate personal saving is unrelated to the distribution of permanent income, while a higher transitory variance of income may lead to higher precautionary saving. Yet, when coupled with the assumption of rational expectations (Hall, 1978), the permanent income hypothesis says that even with a higher variability in the transitory component of income consumption can be smoothed through lending and borrowing in the presence of efficient credit markets. Inspired by this theory, a very influential view up until the Great Recession was the rise in measured inequality reflected mainly a higher dispersion in the transitory components of income, which households could insure against through credit markets. Hence, the idea was not that “easy credit has been been used as a palliative […] by governments” (Rajan, 2010, p. 39), but “that the structure of the credit markets in an economy is endogenous

---

4 See Heathcote et al. (2010) for a comparison of different data sets.

5 The rise in wage inequality above the median has been much more pronounced for male workers than for all workers: median hourly male wages are lower in real terms today than in the 1970s. But the gap between middle and bottom wages has increased more strongly for all workers than for male workers because female workers have fared better than male workers in the middle of the distribution but almost equally poorly at the bottom.
and may evolve in response to higher income volatility” (Krueger and Perri, 2006, p. 164).

We refer to this view as the Greenspan-Krueger-Perri argument with reference to Greenspan (1996) and Krueger and Perri (2003, 2006). In 1996, Alan Greenspan, then chairman of the Federal Reserve Bank, noted:6

“[I]ncome disparities, as measured by Gini coefficients, climbed steadily through 1994 […] But […] there is a surprising difference between trends in the dispersion of holdings of claims to goods and services (that is, income and wealth) and trends in the dispersion of actual consumption. […] I do not wish to disparage income as a partial antidote to insecurity. Nevertheless, some aspects of economic well-being may be more accurately discerned by examining consumption.” (Greenspan, 1996, p. 176)

The work by Krueger and Perri (2003, 2006), though not the first to investigate the relationship between income and consumption inequality 7, corresponded to Greenspan’s request for research along these lines. Krueger and Perri (2006) construct different measures of consumption using the Interview Survey (IS) of the Consumer Expenditure Survey (CEX) and find that the variance of their preferred measure of logarithmic consumption (nondurables, services, small durables and imputed services from housing and vehicles) has increased by only 5.3 per cent in 1980-2003, whereas the variance of logarithmic income (after-tax labour earnings plus transfers) has increased by 21.4 per cent. Moreover, essentially all of the increase in consumption inequality took place during the 1980s, although it was smaller than the increase in income inequality even during this period. During the 1990s and until 2003, consumption inequality remained essentially flat, according to the data used by Krueger and Perri. Furthermore, Krueger and Perri distinguish between “between-group” and “within-group” inequality. Following Katz and Autor (1999), they regress income and consumption on the following characteristics of the reference person and the spouse (if present): sex, race, years of education, experience, interaction terms between experience and education, dummies for managerial/professional occupation, and region of residence. These characteristics explain about 25 per cent of the cross-sectional variation of income and consumption in 1980. The authors denote the cross-sectional variance explained by these characteristics as “between-group” inequality and the residual variance as “within-group” inequality. Based on these definitions, they find that for consumption, the between-group component displays an increase similar in magnitude to that of income. But for the within-group component, the increase in

---

6 Greenspan also expressed rather different views about the issue of inequality: “This is not the type of thing which a democratic society – a capitalist democratic society – can really accept without addressing” (quoted from Noah, 2010).

7 See Attanasio et al. (2007) for a survey.
consumption inequality (around 3 per cent) is much smaller than the increase in income inequality (around 16 per cent). They conclude that within-group inequality is mainly transitory or somehow insurable, whereas changes in between-group inequality reflect permanent, or uninsurable, changes in distribution. Finally, based on the finding of a strong correlation between the ratio of unsecured consumer credit to disposable income and the Gini coefficient, the authors conclude that this “may suggest that consumers could, and in fact did, make stronger use of credit markets exactly when they needed to (starting in the mid-1970’s), in order to insulate consumption from bigger income fluctuations.” (Krueger and Perri, 2006, p. 187; see also Kruger and Perri, 2003, p. 15). Further analyses with roughly similar results include Blundell et al. (2008), Blundell (2011) and Heathcote et al. (2010), using data from the CEX or from the Panel Study of Income Dynamics (PSID).

These conclusions are, however, far from undisputable for both data and conceptual reasons. As recognised by Krueger and Perri (2003, p. 14) in a footnote, an important concern with the CEX data is that their total does not match up with the NIPA total. The gap between the CEX-IS and NIPA measures of aggregate consumption is disconcertingly large and has been growing considerably over time, from around 20 per cent in the mid-1970s to around 60 per cent in the 2000s (Battistin, 2003; Heathcote et al., 2010, p. 21). In fact, from 1980 to 2005, real per capita consumption has increased by almost 50 per cent, whereas the corresponding CEX measure has remained essentially flat. There do not seem to be any easy explanations for this discrepancy (Slesnick, 1992, 2001; Attanasio et al., 2007). In fact, the CEX measure of aggregate income continues to track the NIPA measure rather well (see Heathcote et al., 2010 for a discussion). Clearly, the very poor quality of the CEX consumption data does not allow any firm conclusions.

A further problem with survey-based studies on the link between income and consumption inequality is that due to the use of top-coded data, the potential effects of rising consumption at the top on the behaviour of all households below the top are not addressed at all by analyses of the Krueger and Perri-type. In principle, it is possible that the explosion of incomes at the top has led to expenditure cascades starting well above the 90th income percentile, while having only small effects on consumption inequality as measured by the 90/50 or even 90/10 income differential (see Subsection 3.2).

---

8 The PSID is far less comprehensive than the CEX. Blundell et al. (2008) find that trends in the variance of consumption are very similar in the two datasets. Fisher and Johnson (2006, p. 16, table 3) compute a Gini coefficient for total consumption using both the CEX and imputed data for the PSID. Their numbers show a smaller increase in consumption inequality for the PSID data (1.2 per cent) than for the CEX data (4.7 per cent) for 1984-1999.
Equally important, and related to the above, the distinction between between-group and within-group inequality in Krueger and Perri (2003, 2006) is conceptually problematic if inequality is also driven by other factors apart from education, race and sex. Although Krueger and Perri (2003, p. 15) argue that these are the “most important determinants of the changes of between-group earnings inequality in the last 30 years”, the issue is clearly more complicated. The most frequently discussed candidate explanations of the rise in U.S. inequality include: skill-biased technological change (e.g. Autor et al., 1998; Acemoglu, 1999; Goldin and Katz, 2008); globalisation including increasing trade, immigration, and off-shoring (Roberts, 2010); the emergence of superstars and winner-take-all markets (e.g. Rosen, 1981; Frank and Cook, 1995); rent-seeking behaviour by top executives especially in the financial sector (e.g. Murphy et al., 1991; Piketty and Saez, 2006; Philippon and Resheff, 2009); deficiencies in the educational system (e.g. Goldin and Katz, 2008); changes in labour market institutions including the erosion of the real minimum wage and the decline of the trade unions (Lee, 1999; Card et al., 2004; Gosling and Lemieux, 2004; Levy and Temin, 2007; Lemieux et al., 2009; Dube et al., 2011); changes in the tax system (e.g. Brownlee, 2004; Piketty and Saez, 2007); and social norms including, for instance, the political orientation of the government (e.g. Bartels, 2008; Hacker and Pierson, 2010). In other words, Krueger and Perri (2003, 2006) may underestimate the degree of between-group inequality.

This concern is corroborated by findings from statistical studies on income mobility. Gottschalk and Moffitt (1994), using PSID data, while emphasising their finding of rising earnings instability find that the permanent and transitory earnings component contributed roughly proportionally to the increase in earnings variance among white men from 1979 to 1987. Moffitt and Gottschalk (2002, 2008) extend this analysis to 2004. They confirm that the variance of both permanent and transitory earnings has risen in the 1980s, but the variance of transitory earnings is found to have declined or remained constant thereafter. Sabelhaus and Song (2009), applying similar statistical methods to different data sets, also find that the variance of transitory shocks unlike that of permanent shocks, has declined from the mid-1980s to the mid-1990s and since remained flat. These results seem to conflict with the view that the rise in inequality was driven by insurable temporary income shocks over the 1990s. Bradbury and Katz (2002a, 2002b), also using the PSID, analyse family income mobility by examining the percentage of families that move from one quintile to another from the first to the last year of a given time period. They find that mobility patterns were very similar in the 1970s and 1980s, but that mobility declined noticeably in the 1990s. They conclude that “while some hoped that increased mobility had offset the increased inequality in the 1980s and 1990s, the-
se data provide no evidence of such an offsetting role” (Bradbury and Katz, 2002b, p. 5). The finding of little change in family income mobility between the 1970s and 1980s also confirms the results obtained by Gittleman and Joyce (1999). Auten and Gee (2009) emphasise that there was considerable income mobility in the U.S. in the periods 1987-1996 and 1996-2005, but their analysis does not suggest that higher inequality has been offset by higher mobility in the later period. For example, around 69 per cent of those taxpayers who were in the top income quintile in 1996 were still in the top quintile in 2005. The corresponding number for the period 1987-1996 was 62 per cent. Of the top 1 per cent of all tax taxpayers in 1996, around 41 per cent were still in the top 1 per cent in 2005. Roughly the same degree of mobility was observed for the period 1987-1996. Kopczuk et al. (2010), using Social Security Administration (SSA) earnings data, compare Gini coefficients based on annual earnings and 5-year to 20-year average earnings and conclude that “increases in annual earnings inequality are driven almost entirely by increases in permanent earnings inequality, with much more modest changes in the variability of transitory earnings” (p. 125). Only very long-term income mobility has somewhat increased (though not after the late 1970s), but this is entirely due to the increased labour force participation and higher wages of women. Kopczuk et al. (2010) also compute the top 1 per cent earnings share based on both annual and five-year average earnings and find that the two series have increased sharply in lock step since 1980. These conclusions are also consistent with available cross-country evidence. OECD (2008, p. 158) finds a statistically significant positive relation between the simple poverty headcount (averaged over three years), on the one hand, and the rates of persistent and recurrent poverty, on the other.

In spite of these concerns, the results of Krueger and Perri (2003, 2006) were literally treated as accomplished facts by the press (NY Times, 11/07/2002; The Economist, 19/12/2007; Wall Street Journal, 12/15/2006; see also Gordon and Dew-Becker, 2008, p. 30, for a critique).

3.2 The renaissance of the relative income hypothesis

While the permanent income theory of consumption theory was, largely erroneously, invoked to explain the increased household demand for credit as a result of higher income mobility, it is unable to establish a link between rising inequality on the one hand and the fall in the aggregate saving rate together with rising household indebtedness on the other hand. If anything, higher income instability should increase saving to the extent that it leads to a higher uncer-

---

9 Bradbury and Katz recognise, however, that the higher inequality in the 1990s has led to a larger dispersion of incomes within each quintile, which reduces the likelihood for any given family to move to another quintile.
tainty about future earnings. Hence, the question arises as to whether other factors, affecting poor and rich households in the same way, may have caused the observed changes in consumption behaviour. Although the issue has been heavily researched immediately since the saving rate began to fall in the mid-1980s, no clear conclusions have ever been reached that could be easily interpreted within the standard theory (for extensive surveys, see Summers and Carroll, 1987; Bosworth, 1989; Bosworth et al., 1991; CBO, 1993; Gale and Sabelhaus, 1999; Parker, 1999; Guidolin and La Jeunesse, 2007). Guidolin and Jeunesse (2007, p. 512), after reviewing most of the aforementioned potential explanations, conclude: “The recent decline of the U.S. private saving rate remains a puzzle.” And Parker (1999, p. 363) remarks, somewhat disillusioned after his examination of other candidate explanations, that “prime candidates for explaining the consumption boom are factors that increase the effective discount rate of the representative agent” and that consumers have become more optimistic about future income growth. Yet, “[t]his explanation is untestable, and twenty years is a long consumption boom without yet seeing a shift to higher output growth.” (Parker, 1999, p. 363) Clearly, the Rajan hypothesis, by lifting the assumption of the representative agent, offers an alternative explanation of the decline in saving and concomitant rise in personal debt during the three decades before the Great Recession, linked to the rise in inequality.

Rajan (2010, p. 24) argues that the rising income spread between the 90th and 10th percentile, and especially between the 90th and 50th percentile of the income distribution, is primarily due to the rising “college premium”.¹⁰ He also argues that, as improvements in education have been falling behind the pace of technological change, the rising inequality of outcomes has been accompanied by a similar rise in the inequality of opportunity since the late 1970s (Rajan, 2010, pp. 29 et seq.; see also Goldin and Katz, 2008). In other words, the relatively high consumption path of lower and middle class households implies that these households have lived beyond their means (in terms of their permanent, not transitory incomes) for several decades.

The relative income hypothesis, initially formulated by Duesenberry (1949), provides an intuitive explanation for a number of stylised facts that competing theories of consumption have failed to account for (Frank, 2005). Technically, the relative income hypothesis states that a household’s saving rate will be independent of the absolute level of income but be an increasing function of (i) the household’s position in the income distribution within its local

---

¹⁰ Rajan (2010, pp. 28-9) recognises, however, that political factors such as the reduction of the marginal tax rate on high incomes, the weakness of trade unions, labour market deregulation and a relatively stagnant minimum wage may also have contributed to higher inequality.
reference group and (ii) the relation of the household’s current to past income. As such, it is related to other non-neoclassical theories of saving (see Brown, 2008).

Firstly, with respect to income distribution, it has some similarity with the Keynesian view of a positive, cross-sectional relationship between the level of income and the saving rate. However, Duesenberry rejects the simple Keynesian assumption that a rise in inequality is associated with a rise in aggregate saving because “[i]n these discussions it has been assumed that the effect of a redistribution can be judged by changing the weights applied to budget study data. That procedure is legitimate only on the assumption that individual consumption preferences are independent. If that is not so a decrease in inequality might increase the average propensity to save.” (Duesenberry, 1949, p. 44) Symmetrically, higher inequality may lead to a “keeping up with the Joneses” effect and a fall in the aggregate personal saving rate.

Secondly, by taking into account the impact of past and current income on current household saving, the relative income hypothesis bears some resemblance to the “disequilibrium hypothesis” or “habit persistence” theory (see Marglin, 1984, ch. 17, for a discussion). This may help explain why the personal saving rate has declined, not only in the U.S. but in most rich countries, since the 1980s, as income and consumption growth slowed after several decades of relatively high growth (Bosworth et al., 1991). However, it would appear difficult to attribute the 30 years of an almost continuously falling saving rate since the early 1980s to the persistence of habits acquired during previous decades. In effect, one problem with the hypothesis of a growth-saving nexus as outlined above is that it does not take into account the distribution of income between households. As a matter of fact, in the United States over the past 30 years, income growth for households at the top of the income distribution has actually been higher than in previous decades, but much lower for all others. In any event, the habit persistence effect and the keeping up with the Joneses effect can be expected to have affected aggregate personal saving in the same way, i.e., negatively, since the late 1970s.

The Rajan hypothesis at times appears to rely on the assumption of irrationality among lower income consumers:

“Stripped to its essentials, the argument is that if somehow the consumption of middle-class householders keeps up, if they can afford a new car every few years and the occasional exotic holiday, perhaps they will pay less attention to their stagnant monthly paychecks.” (Rajan, 2010, p. 8)

---

11 Palley (2010, p. 42) argues that the relative income hypothesis provides a “micro-founded explanation of Cambridge-Kaleckian consumption and saving behavior”. Lavoie (1992, 2012) summarises the principles of Post Keynesian consumer theory, which contain all the ingredients of the relative income hypothesis.
However, when the Rajan hypothesis is coupled with the relative income hypothesis, in its modern formulation, it becomes clear that from the point of view of households below the top of the income distribution credit-financed consumption may have been a completely rational reaction in the face of rapidly increasing consumption by top income households. Indeed, as noted by Frank et al. (2010, p. 8), “being influenced by community consumption standards [...] may be a perfectly rational response on the part of consumers in pursuit of widely recognized goals.” More precisely, the model is based on what are “perhaps the two most robust findings from the behavioral literature on demonstration effects: 1) the comparisons that matter most are highly localized in time and space; and 2) people generally look to others above them on the income scale rather than to those below” (Frank et al., 2010, p. 7). Indeed, these basic features of human nature were well understood by early economists ranging from Adam Smith\(^\text{12}\) to Thorstein Veblen\(^\text{13}\). The behavioural bottom line explanation is that a high status is the best way to achieve social recognition. Applied to consumption behaviour, this view gives rise to the distinction between positional and non-positional goods (Frank, 1985; Frank, 2005). Although the distinction is not clear-cut, positional goods are those goods where comparisons with others matter most, and non-positional goods are those where they matter least. For instance, saving for retirement, financial security (avoidance of high indebtedness) or leisure, tend to be perceived as non-positional goods. But the quality of education, cars, houses, clothes, jewellery etc. are positional goods. The problem, however, is that these and other forms of household expenditure are “driven by forces similar to those that govern military arms races” (Frank, 1997, p. 1840). In the extreme case, higher inequality, even if concentrated at the very top of the income distribution, can give rise to expenditure cascades all the way down the income ladder if individuals are indeed influenced by the spending patterns of others just above them in the income distribution (Frank et al., 2010). Yet, if everybody spends more on positional goods in reaction to higher inequality leading to higher relative expenditures by households’ at the top, nobody (below the top) will see their status improve, but everybody will be more highly indebted and more financially insecure.

The extent to which expenditure cascades are triggered by rising inequality can be expected to depend crucially on the country-specific institutional environment. For one thing,

\(^{12}\) “A linen shirt, for example, is, strictly speaking, not a necessary of life. [...] But in the present times, through the greater part of Europe, a creditable day-labourer would be ashamed to appear in public without a linen shirt.” (Adam Smith, 1776 [2009, p. 519])

\(^{13}\) “The motive is emulation – the stimulus of an invidious comparison [...]. [E]specially in any community in which class distinctions are quite vague, all canons and reputability and decency and all standards of consumption are traced back by insensible gradations to the usages and thoughts of the highest social and pecuniary class, the wealthy leisure class.” (Veblen, 1899 [2007, p. 71])
the availability of household credit depends on the specific characteristics of the credit system. Moreover, when schooling and higher education are largely financed privately or the quality of public schools is related to the material standard of living in the respective school districts, there may be strong incentives for families to reduce savings and increase debt in order to attain the best possible education for their children. More generally, in a country with strongly rising inequality, very large top income shares, and a low degree of intergenerational income mobility, the returns to education (and other forms of expenditure signalling potential for higher status) will appear especially high (OECD, 2008, ch. 8). In the United States, intergenerational mobility is already low by international standards and further declining (see OECD, 2008, ch. 8; Bowles and Gintis, 2002; Mazumder, 2005; Andrews and Leigh, 2009). As noted by Rajan (2010, p. 28-29): “Because the well-connected and the highly educated tend to mate more often with each other, 'assortative' mating has also helped increase household income inequality.” Broader cultural trends likely play an important role as well (e.g. Cynamon and Fazzari, 2008)

Finally, even though the relative income model does not imply irrational behaviour on the part of consumers, it may additionally be the case, as argued by Stiglitz (2008), that preferences evolve endogenously in response to a variety of forces including inequality, again depending on country-specific institutions and culture. It can be argued, for instance, that “in a world in which people are especially attuned to differences in income […] the return to targeted advertising can be especially high. If one induces ‘consumer leaders’ to buy SUVs, other consumers will follow.” (Stiglitz, 2008, p. 57)

In the next section, we will review some empirical evidence supporting the consumption theory underlying the (augmented) Rajan hypothesis as outlined above.

4 How did consumers react to higher inequality?

4.1 From near saturation to a new perception of need?

Figure 6 compares the growth rate of median income for families of four with the growth rate of what consumers perceive as the minimum amount of yearly income a family of four would need to “get along in your local community”. In the figure, we present survey data from a Gallup poll for yearly mean estimates of minimum income for the period 1957-1992 (Vaughan, 2004) and median estimates for the years 1947, 1967, 1987, and 2007 (Jones, 2007). Two things are noteworthy here: The first is the very different relationship between the growth rates of the two measures for the three periods for which data are available (Figure
6a). From 1947 to 1967, both the perceived minimum income and actual median income grew considerably, and the actual income growth was even somewhat higher than the growth of subjective minimum income for the median family. Interestingly, in 1987 the amount of money that was perceived as necessary to “get along” was no higher than in 1967, while median family income continued to grow quite considerably (and roughly in line with mean family income) during 1967-1987. In other words, it would seem that the typical American family of four considered their material standard of living as (more than) satisfactory during that period, despite a slowdown in growth (which is evidence against the pure habit persistence hypothesis). And yet, after 1987 the amount of income considered necessary to get along again increased strongly, by more than 40 per cent until 2007, even though median real incomes were more than 15 per cent higher in 2007 than in 1987. Notice that subjective minimum income even increased by more than actual mean income during this most recent period. As can be seen in Figure 6b, these trends lead to a U-shaped ratio of subjective minimum income to actual income, with a turning point some time in the early 1980s.14 Also notice that the shape of these graphs is not dissimilar to those of top income shares in Figure 3 above. Taken together, these data provide evidence for the relative income hypothesis, which holds that most individuals will (rationally) develop consumption norms by looking at the consumption of others above them.

The second important observation from Figure 6 is that during the period 1987-2007 median family incomes developed considerably better (+ 16.9 per cent) than either median male (-1.5 per cent) or even female (+ 13.9 per cent) hourly real wages, and also more than median individual male (+ 6.9 per cent) or household (+ 10.4 per cent) income over the period 1987-2007 (median individual female income increased by 44.5 per cent, all figures from the CPS). It is thus important to consider changes in labour supply, which are also likely linked to changes in inequality.

4.2 Labour supply, saving and debt: three coping mechanisms

There are various mechanisms through which households can attempt to prevent a decline in (relative) consumption in the face of an adverse development in individual hourly wages. First, individual working hours can be increased; second, family labour supply can be raised, i.e., an additional household member can enter the paid labour force; third, taxes and transfers, although beyond the control of the individual household, provide an additional

14 Note that in the mid-1960s the Gallup mean estimate of minimum income increases relative to the official poverty line but decreases relative to median income.
mechanism by which the effect of lower wages on consumption is alleviated; and finally, households can reduce saving and increase debt as a means of financing consumption. Reich (2010, ch. I.8) provides casual evidence for these various “coping mechanisms” at the disposal of households below the top of the income distribution who were reluctant to accept a permanent decline in relative consumption in spite of a permanent decline in relative wages, as hypothesised by Rajan (2010).

A first indication of the importance of these coping mechanisms is given in Figure 7, which shows that virtually all of the increase in median family income since the 1970s can be attributed to married couples where the wife is in the labour force. This is explained, first, by the relatively positive development of median female wages and, second, by the strong increase in women’s participation in the labour force. In fact, whereas the higher female participation rates were matched almost one-by-one by lower male participation rates before the late 1970s, total participation increased rather strongly starting in the late 1970s and throughout the 1980s, i.e., precisely when income inequality started to rise. Since the early 1990s, the overall participation rate remains at a roughly constant level of just less than 70 per cent. Moreover, although men’s overall participation in the labour force has continued to decline somewhat after the late 1970s, annual hours worked of those remaining in the labour force did not decrease, and even increased slightly between 1979 and 2000. At the same time, women strongly increased the number of hours worked, in addition to higher participation in the labour force. Interestingly, the number of hours worked increased most in the second and third income quintiles. It increased also in the highest and lowest quintile, but to a lesser degree. Taken together, these developments imply a higher average family labour supply and have contributed to a large extent to the overall increase in hours worked per capita in the U.S. over the past decades. As highlighted by Blanchard (2004), both the strong increase in the participation rate and the only very small decrease in hours worked per worker in the U.S. are rather exceptional by international standards. In the European Union (EU-15) and especially in France, for instance, where income inequality has not increased as much (it has actually declined in France), the hours worked by the population of working age have rather strongly decreased in 1970-2007.

Two other developments more relevant for financial instability were the dramatic drop in personal saving and the surge in personal debt that also started precisely at the time when inequality began to rise (Figure 8 and Figure 9). It is perhaps worth noting that both the saving rate and the aggregate personal debt-to-income ratio correlate more strongly with top (10 or even 5 per cent) income shares than with the Gini (Figure 9). This is also consistent
with the findings in Figure 10, based on the Survey of Consumer Finances (SCF), which shows that all households except the top 10 per cent have become more strongly indebted since the late 1980s (see also Kumhof and Rancière, 2010, figure 5). In 1989, the debt-to-income ratio was around 60 per cent for the top 10 per cent of household incomes and around 80 per cent for all other groups. In 2007, the respective ratios were around 80 per cent for the top 10 per cent, 250 per cent for the bottom quintile, and between 150 and 180 per cent for those groups in the middle. Wolff (2010) reports that the debt-to-equity and debt-to-income ratios have declined from 1983 to 2007 for the top 1 per cent of the wealth distribution, but increased for the next 19 per cent and the middle quintiles.

4.3 Evidence for the effects of rising inequality on household behaviour

Beyond the descriptive statistics, more formal empirical evidence also supports the view that labour supply, saving and financial decisions were indeed strongly influenced by changes in income distribution in the United States during the decades prior to the crisis. It seems reasonable for our purpose to consider these coping mechanisms together because it is probable that households respond to rising inequality in a variety of ways, and the excessive use of credit may imply that other, seemingly less problematic coping mechanisms have become overstretched.

Considering first the link between inequality and labour supply, Bowles and Park (2005), after estimating a panel data model for 10 European and Northern American countries for the period 1963-1998, conclude that greater inequality is indeed associated with longer work hours, controlling for other factors typically included in labour supply models, such as the real wage, real GDP per capita, union density, the unemployment rate, and the female proportion in employment. According to their estimates, a standard deviation change in inequality raises annual hours worked by 1.8 to 3.4 per cent, depending on the measure of inequality. Interestingly, the effect is larger for the 90/50 income differential than for either the Gini or the Theil index, a finding that is consistent with the expenditure cascades hypothesis discussed in the previous section. They interpret their findings as evidence of “Veblen effects”, taking into account that in Veblen’s work the reference group is the rich.15

---

15 As argued by Stiglitz (2008, p. 549): “Those who, because of lower productivity, inevitably consume less, still strive to reduce the observed gap between their consumption and that of their richer neighbors. It is the rich that define the aspirations of the rest of society. At the same time, those at the top struggle to separate themselves from those below. It is only by working hard and conspicuously consuming the fruits of that work that they can demonstrate their superiority. There is, in effect, an arms race, a race to consume more and more, working harder and harder, in which no one is the winner.”
These results are confirmed by findings in Bell and Freeman (2001) who use the National Longitudinal Survey of Youth (NLSY) and estimate the effect of the dispersion of hourly wages on hours worked. It is argued that workers choose current hours of work to gain promotions and advance in the distribution of earnings. Bell and Freeman (2001) also compare labour supply decisions in the United States and Germany and contribute the longer working hours in the United States to the more unequal earnings distribution. Freeman (2007, p. 63) also points to the fact that more Americans than Europeans say that they want to increase rather than decrease hours worked at given wage rates and that they work hard even if it interferes with the rest of their life. This phenomenon may indeed be linked to higher inequality in the U.S., leading to a “tournament style economic system that gives the person who puts in an extra hour of work a potentially high return” (Freeman, 2008a, p. 137).

Neumark and Postlewaite (1998), also using data from the NLSY, find that women whose sister’s husband had a higher income than their own husband were between 16 and 25 per cent more likely to participate in the paid labour force. The comparison of labour supply decisions of relatives is interesting because it can be expected that relatives are typically members of a person’s social reference group.

Importantly, working time statistics do not capture those hours that are not spent at the workplace but are clearly work-related and certainly cannot be considered as leisure, i.e., in particular, commuting time. Frank (2007) quotes evidence that traffic delays for rush-hour commuters in major U.S. cities roughly tripled between 1983 and 2003. There is also evidence that individuals in the United States sleep considerably less today than in past decades – by some estimates as much as one to two hours per night less than in the 1960s (McCoy, 2004). Similarly, Americans spend less time with families and friends today than in the past (Putnam, 2000; Neumark-Sztainer et al., 2003).

There may also be self-reinforcing processes at work as far as the relationship between hours worked and consumption is concerned. Stiglitz (2008) argues that on the one hand, consumers work more to “keep up with the Joneses”, but on the other hand, the fact that higher working hours for all make it more difficult to coordinate one’s leisure time with friends and family may further increase the relative demand for goods at the expense of leisure time. The reason is that leisure time becomes less valuable when it has to be spent alone rather than with members of one’s family or community. As a consequence, consumers may see consumption as a palliative not only against mediocre monthly paychecks, as argued by Rajan, but also against the fact that they spend less time with their families and friends. Moreover, in a society where individuals work a lot and spend less leisure time in community with friends and
family, specific types of “culture” which require learning, repetition, trust, etc. (rather than the purchase of marketable goods) are less likely to develop. For instance, as emphasised by Stiglitz (2008), the “slow food movement” is more popular in Europe than in the United States.

Some studies have tested the relative income hypothesis of saving econometrically. Focusing on household saving of a sample of U.S. workers, Schor (1998) asked workers how their “financial status” compared to that of those in their reference group (as defined by respondents themselves, consisting primarily of co-workers, friends, relatives and persons of the same religion). She found that, after controlling for a measure of permanent income as well as a set of other variables such as sex, age, race or occupation and education, the financial status compared to the self-defined reference group had a significantly positive impact on household saving. This effect was substantial, as each step up in financial status (on a scale from 1 to 4) raised annual saving by almost $3,000.

Bertrand and Morse (2011) use CEX data to estimate the effects of the expenditures of rich households (above the 80th income percentile) on those of non-rich households. They find clear evidence of “top-down consumption spillover effects” and argue that their results are “most consistent with the view that visible increased consumption by the rich induces status-seeking or status-maintaining consumption by the less rich.” (Bertrand and Morse, 2011, p. 1) Interestingly, higher expenditures by the rich have a larger effect on the middle class than on the lower and poverty classes. This is evidence in support of the expenditure cascades hypothesis.

Frank et al. (2010) provide indirect evidence for the expenditure cascades hypothesis. To begin with, they point to the fact that the median size of a newly constructed house in the U.S. has increased more than twice as rapidly as the increase in the median family earnings from 1980 to 2001 (from approximately 1,600 to more than 2,100 square feet), although at the same time one in five households had zero or negative net worth.¹⁶ Using data for the 50 U.S. States and 100 most populous counties¹⁷ from the 1990 and 2000 installments of the U.S. Census, they estimate a series of regressions and find that income inequality, after controlling for standard explanatory variables, is positively related to various measures of financial

---

¹⁶ Gordon (2008, p. 39) finds that American households occupy roughly double the internal square feet of area and roughly four times the external square feet of area as Europeans. Gordon and Dew-Becker (2008, p. 31) argue, therefore, that the consumption of housing quantity and quality by Americans might be more equal than income, but add that the benefits of large exurban houses may be partly mitigated by longer commuting times.

¹⁷ The decision to focus on the most populous counties is consistent with Thorstein Veblen’s observation that “consumption claims a relatively larger portion of the income of the urban than of the rural population… [because] the insistence on [consumption] as an element of decency is at its best […] where the human contact of the individual is widest and the mobility of the population is greatest.” (Veblen, 1899 [2007, p. 61])
distress. Frank et al. (2010) also quote evidence suggesting that median house prices were substantially higher in school districts with higher levels of income inequality, as measured by the 95/50 ratio, even after controlling for median income.

In Figure 11, we apply a simple variant of the expenditure cascades model developed by Frank et al. (2010) to two different data sets for U.S. household income by quintile. Interestingly, despite the crudeness of the model, the simulated saving rates match the NIPA series rather well, until the Great Recession, for plausible parameter values.

The main point of the Rajan hypothesis is that consumers have used credit to compensate for the lack of income growth. In earlier contributions, Pollin (1988, 1990) made essentially the same point, concluding from his extensive analysis of the Survey of Consumer Finances for 1970, 1977, 1983, and 1986, that “[f]or those [households] in the lower 80 per cent of the income distribution, borrowing is largely a result of the need to maintain living standards in the face of the stagnation in real incomes since the early 1970s and the corresponding rise in real living costs, especially for housing” and that “household indebtedness […] is the financial mirror of the widely-noted trend in the real economy over this period toward greater inequality.” (Pollin, 1988, p. 1) Similar descriptive evidence for more recent years was provided by Barba and Pivetti (2009).

There is also some econometric evidence suggesting that the rise in income inequality and household debt in the United States are directly related. Pollin (1988) uses aggregate time series for the period 1953-1985 to investigate the demand-side influences on the rise in personal debt since the mid-1970s. Regression results provide tentative evidence that increased necessitous demand in the face of declining real median incomes have been an important cause for the trend rise in household credit since the mid-1970s. Christen and Morgan (2005) use aggregate times data for the period 1980-2003 and find a strong positive effect of income inequality on household debt relative to disposable income, while controlling for a set of other variables. They also find that ignoring income inequality leads to a much lower estimate of the “wealth effect”. They conclude that “[m]ost important for marketers, the income inequality effect is strongest for non-revolving debt, which is used to finance consumer durable purchases” (Christen and Morgan, 2005, p. 148). Boushey and Weller (2006), also using aggregate time series for the period 1980-2003, estimate the effects of various measures of inequality on different types of household debt and find some evidence that higher inequality is related to higher debt, while controlling for other determinants of debt.
Iacoviello (2008) constructs a model in which credit serves as a substitute for income growth in the financing of consumption. In particular, the model simulation matches the observed trend rise in personal debt since the 1980s which in the model “reflects the increased access of households to the credit market in order to smooth consumption in the face of more volatile incomes.” (Iacoviello, 2008, p. 931) Although this wording makes the interpretation sound rather akin to that described by Krueger and Perri (2006), Iacoviello’s model produces not only a small increase in consumption inequality, compared to income inequality, and a strong rise in personal debt, but also a strong increase in wealth inequality relative to income inequality, a result that conforms with the empirical facts but contradicts the permanent income model and the Krueger and Perry analysis of merely higher transitory income variability. Consequently, Iacoviello (2008, p. 957) emphasises that in his paper “the mechanism through which consumption inequality rises less than income inequality is an expansion of credit from the rich to the poor.”18 The similarities with the Rajan hypothesis are obvious.

4.4 Demand or supply, immoral debtors, predatory lenders, or coward politicians?

In the previous Subsection we discussed the effects of rising inequality in terms of the behaviour by households below the top. Yet, there is a heated political debate about whether “the poor caused the crisis” by borrowing excessively (see Johnson, 2011), and whether the main causes of excess credit are to be found in the corporate governance and risk management of financial institutions or in government policies aiming at promoting credit to middle class voters (see FCIC, 2011). In the academic literature, there is a related debate as to whether the expansion of personal credit was driven by demand or by supply and, therefore, about the precise channels through which income inequality has affected aggregate demand.

As discussed above, Krueger and Perri (2006) interpret the rise in personal debt as a demand-side phenomenon, linked to higher transitory income dispersion and an endogenous development of credit markets. While this interpretation is largely contradicted by the empirical evidence, others have pointed to the more direct negative aggregate demand effects of rising permanent inequality, due to a lower propensity to consume of high income households, and the offsetting effect of a higher credit demand of households below the top (e.g. Palley, 2002, 2012; Dutt, 2006; Barba and Pivetti, 2009). By contrast, Rajan (2010) highlights devel-

18 In the working paper version, Iacoviello (2005, p. 23) stressed that “the model here is not able to generate steady states in which consumption inequality is lower than income inequality, as in Krueger and Perri (2005): rather, the purpose of my exercise is to show how the smaller increase in consumption inequality that we have seen in the period under exam can be rationalized through a larger access to the credit market.”
opments on the supply side (together with higher permanent income dispersion). Similarly, Kumhof and Rancière (2010) emphasise the notion that agents derive direct utility from the social status conferred by wealth, so that the higher leverage of non-rich consumers results from the higher credit supply resulting from increased saving of the rich as a result of higher inequality. A related debate is about the extent to which changes on the supply side were driven by political support for household credit, as emphasised by Rajan (2010), and the extent to which they were market-driven. Fitoussi and Stiglitz (2009) argue that monetary policy was endogenous to the structural disequilibrium in income distribution in the sense that without a continuously expansionary monetary policy aggregate demand deficiency would have affected economic activity. Another popular debate is whether it is primarily lenders that must be blamed for predatory lending practices, or whether immoral debtors have lied about their creditworthiness and borrowed irresponsibly beyond their means. As part of this debate, some authors have harshly criticised the view that American households “overspent” (Schor, 1998) and were infected by a sort of “luxury fever” (Frank, 1999). Warren and Warren Tyagi (2004), for instance, have called this the “over-consumption myth”, and denounce the view that frivolous consumption was financed by debt as the “immoral debtor myth”.

In our view, there are no clear answers to these questions as demand-side and supply-side influences on consumer borrowing are difficult to disentangle. To begin with, it should be noted that there are serious empirical doubts as to whether households’ demand for credit is even remotely in line with the rational expectations assumption of standard consumption models, as implied by the Greenspan-Krueger-Perri argument. For instance, as a Gallup poll (Moore, 2003) showed, 31 per cent of the total population and 51 per cent of adults below the age of 29 expected to become “rich” (Table 1). However, only 2 per cent of the overall population considered themselves to be “already rich”. For the age groups 50-64 and 65+, the percentage of households considering that they are “already rich” were 4 and 2 per cent, respectively. Yet, the percentage of households who found it "very/somewhat likely to be rich" was still as high as 22 and 8 per cent, respectively. The median subjective estimate of what it requires to be rich was $1,000,000 in assets, or $122,000 in annual income. This was, of course, much higher than, respectively, actual median and mean net worth and actual median and

---

19 Warren and Warren Tyagi (2004, p. 16) argue that “[t]he Over-Consumption Myth rests on the premise that families spend their money on things they don’t really need.” They then use data from the CEX to examine whether “today’s families are spending more on […] frivolous items than ever before” (p. 16). They conclude that real per capita consumption has hardly increased for most items and most households. Given the limitations of the CEX consumption data discussed above, this conclusion is to be judged with great caution. But more fundamentally the critique by Warren and Warren Tyagi (2004) seems to miss the main point of the “overspending” or “luxury fever” hypotheses, which is that the individual perception of material needs is highly sensitive to context.
mean household income in 2003. Interestingly, the optimism of U.S. households does not seem to have been negatively affected by actual trends in median income growth over the years. As Table 2 shows, the perceived likelihood of getting rich has remained roughly constant from 1990 to 2003.

While, in light of these numbers, the very harsh critique by some authors of the “luxury fever” hypothesis appears exaggerated, they do not in any sense validate the “immoral debtor myth” (Warren and Warren Tyagi, 2004). Rather, these results are consistent with the well-known “better-than-average effect” from the psychology and behavioural economics literature (Alicke and Govorun, 2005). There is, moreover, ample empirical evidence suggesting that consumers lack the cognitive capability to solve the intertemporal optimisation problem required by the life-cycle hypothesis. Clearly, when a very large fraction of households believe that they will be millionaires in the future, taking on large amounts of debt may seem justified from an individual perspective. In fact, it seems quite likely that income expectations are at least in part driven by the supply of credit. For instance, Soman and Cheema (2002, p. 32) find that consumers use information such as the credit limit as a signal of their future earnings potential: “Specifically, if consumers have access to large amounts of credit, they are likely to infer that their lifetime income will be high and hence their willingness to use credit (and their spending) will also be high.” This is also consistent with the conclusion of an extensive survey by Senik (2005) that perceived (rather than actual) mobility explains the link between other people’s income and individual satisfaction, as it determines individual opportunities and risks and, therefore, consumption and saving behaviour. It therefore seems to us that Rajan’s (2010) categorical endorsement of a supply-side explanation of credit expansion is somewhat exaggerated, given the apparent interaction of the supply and demand for credit.

Similarly, Rajan’s strong emphasis on the role of government in promoting credit also seems somewhat unbalanced. Hyman (2011), in his detailed history of borrowing in the United States, argues that consumers simply continued to borrow since the 1980s as they had done in earlier decades, in spite of lower income growth, and the credit system largely accommodated this (see Hyman, 2011, p. 4). Note that this explanation is almost the exact opposite of the conclusion by Krueger and Perri (2006, p. 187) that consumers started to make stronger use of credit markets “exactly when they needed to”. Rather, it would seem that consumers did not stop making strong use of credit markets when they needed to, i.e., they continued to consume heavily despite smaller income gains. In another dimension, however, Hyman’s analysis differs from the Rajan hypothesis and is closer to Krueger and Perri (2003, 2006) in that it emphasises the endogenous response of credit markets to rising inequality which was in
large part independent of government intervention. A very similar case is made by Brown (2008, ch. 3) who argues that private lenders themselves developed strategies to cope with the slower income growth and reduced financial solidity of their clients. Examples of these strategies are the extension of loan maturities, captive finance, and securitisation.

Another debate is whether it can really be said, as in the Rajan hypothesis, that by promoting credit politicians have responded to the demands of lower and middle-income voters (see Acemoglu, 2011, for a critique). Rajan (2010, p. 39) argues that this is at least indirectly the case: “Even if no politicians dreamed up a Machiavellian plan to assuage anxious voters with easy loans, their actions – and there is plenty of evidence that politicians pushed for easier housing credit – could have been guided by the voters they cared about” (Rajan, 2010, p. 39). Yet, it has been noted that the U.S. political system is mainly responsive to high-income voters (e.g. Gilens, 2005; Bartels, 2008). One explanation for this may be lobbying and the dependence of political parties on fund-raising (e.g. Hacker and Pierson, 2010). A direct response to this critique would be that high-income voters can be expected to prefer credit promotion to the social instability that may result from high (consumption) inequality but also to outright “soak the rich” policies. Rajan (2010, p. 31), in fact, makes precisely this point: “Government-supported credit does not arouse as many concerns from the Right at the outset as outright income redistribution would.” Bratt (2008) provides ample evidence that the concept of “homeownership as social policy” has indeed a long tradition in the United States and that it has become increasingly market-oriented since the Reagan government.

In sum, these debates while interesting do not seem to call into question the fundamental macroeconomic implication of the Rajan hypothesis. The bottom line is that the “market presented consumers with sub-optimal choices that they took” (Green, 2008, pp. 262-263) and that this expansion of personal debt helped to temporarily solve the aggregate demand problem caused by rising inequality.

5 Summary and conclusions

There is substantial evidence that the rising inter-household inequality in the United States has importantly contributed to the fall in the personal saving rate and the rise in personal debt (and a higher labour supply). Aided by the easy availability of credit, lower and middle-income households attempted to keep up with the higher consumption levels of top income households. This has contributed to the emergence of a credit bubble which eventually burst and triggered the Great Recession. In other words, there is strong support for the Rajan hy-
hypothesis beyond the anecdotal evidence presented by Rajan (2010) and the evidence from cross-country panel regressions. In addition, the Rajan hypothesis, while inconsistent with the permanent income hypothesis, calls for a renaissance of the relative income hypothesis.
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Figures and Tables

Figure 1: Compensation of employees, personal income and disposable income, in per cent of GDP, United States, 1960-2010

![Graph showing compensation of employees, personal income, and disposable income as a percentage of GDP from 1960 to 2010.](image)

Note: YHH = household disposable income, C = private consumption, RI = private residential investment, COE = compensation of employees

Source: BEA; authors’ calculations

Figure 2: Sectoral financial balances, in per cent of gross national income, United States, 1960-2010

![Graph showing sectoral financial balances as a percentage of gross national income from 1960 to 2010.](image)

Source: BEA; authors’ calculations
Figure 3: Top income shares, excluding realised capital gains, in per cent of total household pre-tax income, United States, 1913-2008

Source: http://elsa.berkeley.edu/~saez/TabFig2008.xls, based on IRS; authors’ calculations

Figure 4: Real hourly wages, United States, 1973-2009, 1979 = 100

Source: http://www.stateofworkingamerica.org, based on CPS; authors’ calculations
Figure 5: Growth of real pre-tax family income, excluding capital gains, United States, 1947-1977 and 1977-2007

Source: http://www.stateofworkingamerica.org/files//family_income_growth.xlsx based on U.S. Census Bureau, Historical Income Tables, tables F.2, F.3, F.5 (CPS)

Figure 6: Subjective minimum income and actual income for families of four, United States, 1947-2007

a) Rates of growth of mean, median and subjective median minimum income

Note: Minimum income is based on responses to Gallup poll question: “What is the smallest amount of yearly income a family of four would need to get along in your local community?” Mean and median income are calculated from CPS, Historical Tables, F-8
b) Ratio of mean and median subjective estimates of minimum income to actual median income and official poverty line

Source: Jones, 2007; OECD (2009); authors’ calculations

Figure 7: Median family income by family type, 2009 dollars, United States, 1973-2009, 1999 = 100

Source: CPS, Historical Tables, F-7; authors’ calculations
Figure 8: Personal savings and debt as per cent of disposable income, United States, 1960-2010

Source: NIPA, Flow of Funds; authors’ calculations

Figure 9: The personal debt-to-income ratio, in per cent, and different measures of income inequality, United States, 1960-2008, 1979 = 100

Source: Piketty and Saez (http://elsa.berkeley.edu/~saez/TabFig2008.xls), Kopczuk et al. (2010); Flow of Funds; NIPA; authors’ calculations
Figure 10: Mean household debt, in per cent of disposable income, United States, 1989-2007

Source: Survey of Consumer Finances; authors’ calculations

Figure 11: Simulated household saving rates for a simple variant of the “expenditure cascades” model, United States, 1967-2010

Note: We use data for household incomes by quintile taken from CBO (2010) and from U.S. Census, CPS, Table H-03, to fit the equations \( c_i = k(1-a)(y_i) + ac_{i+1} \), for \( i = 1,2,3,4 \), and \( c_5 = ky_5 \), with \( c_i \) = consumption of household quintile \( i \) and \( y_i \) = income of quintile \( i \). We choose \( k=0.7 \) and \( a=0.5 \) for the CBO data, and \( k=0.65 \) and \( a=0.55 \) for the CPS data.

Source: Authors’ calculations
Table 1: Per cent who expect to be rich, compared by age, United States, January 2003

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Very/somewhat likely to be rich (%)</th>
<th>Already rich (%)</th>
<th>Amount of assets to be rich (median dollars)</th>
<th>Amount of household income to be rich (median dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>31</td>
<td>2</td>
<td>1,000,000</td>
<td>122,000</td>
</tr>
<tr>
<td>Aged 18-29</td>
<td>51</td>
<td>0</td>
<td>463,000</td>
<td>100,000</td>
</tr>
<tr>
<td>Aged 30-49</td>
<td>36</td>
<td>1</td>
<td>1,000,000</td>
<td>200,000</td>
</tr>
<tr>
<td>Aged 50-64</td>
<td>22</td>
<td>4</td>
<td>764,000</td>
<td>100,000</td>
</tr>
<tr>
<td>Aged 65+</td>
<td>8</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income &lt;$30K</td>
<td>21</td>
<td>1</td>
<td>500,000</td>
<td>74,000</td>
</tr>
<tr>
<td>Income $30K-$50K</td>
<td>21</td>
<td>0</td>
<td>500,000</td>
<td>100,000</td>
</tr>
<tr>
<td>Income $50K-$75K</td>
<td>38</td>
<td>3</td>
<td>1,000,000</td>
<td>200,000</td>
</tr>
<tr>
<td>Income &gt;$75K</td>
<td>51</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Note: The table reports answers to the following question: Looking ahead, how likely is it that you will ever be rich? Would you say it is – very likely, somewhat likely, not very likely, or not likely at all? Median and mean net worth in 2004 were, respectively, $85,500 and $472,500, and the number of households with net worth of $1,000,000 or more was 6,466, i.e., 5.8 per cent of all households (see Wolff, 2010, p. 43, based on the Survey of Consumer Finances). Median and mean household income in 2003 were, respectively, $43,318 and $59,067 (see U.S. Census, Table H-5). The mean income of the highest quintile of all households in 2003 was $147,078 (see U.S. Census, Table H-3).


Table 2: Perceived likelihood of getting rich, United States, 1990, 1996, 2003

<table>
<thead>
<tr>
<th>Year</th>
<th>Very likely</th>
<th>Somewhat likely</th>
<th>Not very likely</th>
<th>Not at all likely</th>
<th>Already rich</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003 Jan</td>
<td>10</td>
<td>21</td>
<td>36</td>
<td>30</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>1996 Apr</td>
<td>10</td>
<td>23</td>
<td>37</td>
<td>27</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1990 May</td>
<td>9</td>
<td>23</td>
<td>32</td>
<td>35</td>
<td>*</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: The table reports answers to the following question: Looking ahead, how likely is it that you will ever be rich? Would you say it is – very likely, somewhat likely, not very likely, or not likely at all?
