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POINT IDENTIFICATION IN THE PRESENCE OF 

MEASUREMENT ERROR IN DISCRETE VARIABLES: 

APPLICATION - WAGES AND DISABILITY* 

 

Eirini-Christina Saloniki
†
 and Amanda Gosling

‡
 

University of Kent 

 

 

Abstract 

This paper addresses the problem of point identification in the presence of measurement 

error in discrete variables; in particular, it considers the case of having two “noisy” indicators of 

the same latent variable and without any prior information about the true value of the variable of 

interest. Based on the concept of the fourfold table and creating a nonlinear system of 

simultaneous equations from the observed proportions and predicted wages, we examine the need 

for different assumptions in order to obtain unique solutions for the system. We show that by 

imposing a simple restriction(s) for the joint misclassification probabilities, it is possible to 

measure the extent of the misclassification error in that specific variable. The proposed 

methodology is then used to identify whether people misreport their disability status using data 

from the British Household Panel Survey. Our results show that the probability of underreporting 

is greater than the probability of overreporting disability. 

 

Keywords: measurement error; discrete; misclassification probabilities; identification; 

disability. 
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I. INTRODUCTION 

 

Measurement error in survey data has received much attention from statistical 

analysts and economists over the last three decades. It is known that individuals when 

taking part in a survey have to answer some questions about their behaviour or other 

personal characteristics; however, it is commonly observed that these respondents tend to 

not truly report their characteristics. As a result, the estimated coefficients of the relevant 

variables used in the regression analysis are often biased (towards zero) leading to 

inconsistent interpretation of the results. 

Although most survey questions are related to variables that are thought of as 

continuous such as age, earnings or wages, a considerable part of the data is in the form 

of variables taking values in finite sets (discrete). Examples of the latter include 

educational qualifications, race, marital status, employment status and health/functional 

status. 

When measurement error in discrete variables occurs, it is normal to think of the 

problem in terms of misclassification error. Misclassification can occur in one of the 

following ways: the respondent indicates having a specific characteristic when he truly 

does not (false positive response - Type I error) or indicates not possessing the 

characteristic when he really does so (false negative response - Type II error). In that 

way, they either overestimate or underestimate respectively the quantity being requested. 

Possible sources of the misclassification error are associated with the respondents’ 

difficulty to understand or remember the question being asked or his willingness to say 

what the interviewer, and the society in general want to hear (socially desirable).1 Also, it 

may be present due to the fact that certain words mean different things to different people 

or because the respondent gives different answers to different interviewers depending on 

his mood, attitude or the day the survey is taking place (Lohr, 1999). An example of 

misclassification error in discrete variables is related to how people report their disability 

status. There are strong economic (Bound and Burkhauser, 1999) and psychological 

(Myers, 1982; Bowe, 1993; Hale, 2001) incentives to misreport disability status. In 

particular, the respondents in a survey tend to either overreport being disabled so that 

                                                           
1
 The difficulty to understand or remember the question being asked is known as telescoping or recall bias. 
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they can take advantage of any social benefits such as claiming a disability or incapacity 

benefit or underreport being disabled in the fear of stigma and social exclusion. A 

possible social stigma in the long-run might reduce the possibilities of finding a job for 

those who are currently unemployed or alternatively, impact negatively the wages of 

those who are already in the labour market. 

In the literature, a vast array of methods has been developed to accommodate 

measurement error and essentially misclassification in model analysis. These methods 

can be classified into two broad categories; the first one is related to setting bounds for 

the misclassification probabilities which can be then used to bound the corresponding 

estimates of the mismeasured variables. Interestingly, that approach is not limited to the 

number of the mismeasured variables, although in most cases they cannot pick up the 

same latent variable. 

If the regressor is binary, assuming that the reporting process is exogenous, in 

other words the error process generating the mismeasured variable is independent from 

the residual error in the structural equation, and that the researcher has knowledge of the 

true value of the mismeasured variable, then it is possible to bound the corresponding 

coefficients away from zero (Bollinger, 1996).
2
 Moreover, when stronger prior 

information about the relationship between the two misclassification probabilities is 

available - p  and q  stand for the false positive and false negative responses respectively 

- such as 1 qp  or equivalently 
2

1p  and 
2

1q  these bounds can be made 

tighter. A different approach proposed initially by Horowitz and Manski (1995) and 

extended from Kreider and Pepper (2007; 2008), based once again on a nonparametric 

bounding methodology but imposing further assumptions provides similar bounds for the 

estimated coefficients of the mismeasured variable.
3
 The new sets of assumptions 

imposed are mainly of distributional and functional form; firstly, a certain subgroup of 

respondents provides fully accurate reports, hence there is a known lower bound on the 

accurate reporting rate. However, it should not be disregarded that without any prior 

                                                           
2
 The exogenous reporting process is known as “non-differential” misclassification error. 

   Bollinger (1996) also provides bounds for the misclassification probabilities.
  

3
 This approach is known as monotone instrument variable bound (MIV). 

   Kreider and Pepper (2007) found that under relatively weak nonparametric assumptions non-workers 

appear to systematically overreport being disabled. 
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information on the nature and degree of that accurate reporting rate the bounds can be 

very wide to impossible. Secondly, there is a monotonic relationship between the true 

value of the mismeasured variable and specific observed covariates such as age. For 

example, in case the mismeasured variable is the disability status it is usually assumed 

that the population disability rate is non-decreasing with age or that the employment rate 

of the disabled is non-increasing with age. 

The second way of accommodating misclassification error is mostly found in 

epidemiology studies and used to determine whether a new method for testing a disease is 

as effective as an existing one.
4
 It is based on exacting unique solutions for the 

misclassification probabilities using algebraic analysis and the concept of the fourfold 

table or a maximum likelihood procedure. 

In particular, Bross (1954) assuming that there exists a unique method with no 

measurement error available to the researcher, a “gold standard” as it is usually denoted, 

and that both misclassification probabilities should be equal and each less than 0.5 

showed that they can be calculated directly. Knowing the exact value of the 

misclassification probabilities, he also proposed a way to derive the bias between the 

“gold standard” method and the other method with the measurement error. An extension 

of his proposed model came later on from Tenenbein (1972) who allowed the two 

methods to follow a multinomial distribution. In comparison to the above studies, Hui 

and Walter (1980) claimed that none of the two methods for disease testing needed to be 

a “gold standard”; if the two methods were applied simultaneously to the same 

individuals from two populations with different disease prevalence, and assuming 

conditional independence of the errors of these methods (in the same way as with the 

non-parametric methodology), then it is possible to derive closed form solutions for the 

estimates of the error rates of both methods, and the true prevalence in both populations 

by using a maximum likelihood procedure. 

Considering the above ways proposed to deal with the measurement error, an 

important question then arises: Is it possible to achieve point identification in the 

presence of misclassification error if: i) there are more than one (two) mismeasured 

                                                           
4
 The particular method of accommodating measurement error in epidemiology studies is known in the 

literature as finite fixture models. 
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variables that identify the same (unobserved) characteristic; ii) no “gold standard” sample 

or accurate reporting rate exists; and iii) the concept of the fourfold table is used as a 

baseline framework? 

The aim of the paper is to answer that question; we show that we can exact 

identify the extent of measurement error in discrete variables by solving a nonlinear 

system of simultaneous equations from observed (expected sample) proportions and 

available predicted wages - without having any information about the true value of the 

variable of interest - and imposing a simple restriction for the joint misclassification 

probabilities. 

We then use our proposed methodology to measure the extent of misclassification 

on reporting disability status using data from the British Household Panel Survey 

(BHPS). Assuming that we have two indicators of the disability status, our results show 

that the probability of underreporting is greater than the probability of overreporting 

disability. Depending on whether disability limits their daily activities or the type and 

amount of work they can do, truly disabled and truly non-disabled seem to misreport 

more (overreport and underreport respectively for the non-disabled and disabled) that it 

limits their daily activities. 

The rest of the paper is organized as follows. In Section II we present the model 

we use to exactly identify the extent of classification error in case we have two variables 

measured with error. In Section III we provide an overview of the different ways of 

measuring disability and introduce our data to empirically test our methodology. In 

Section IV we present the final solutions for the system of simultaneous equations, 

focusing on whether people misreport their disability status, as well as how the results 

differ if not correcting for the misclassification error. The fifth and final section 

concludes. 

 

 

II. THE MODEL 

 

We start by introducing a fully general model which is directed towards finding 

unique solutions for each of the misclassification probabilities. Our model differs from 
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the ones known in the literature since it is based on the strong assumption that we have 

two variables - “noisy” indicators - measured with error instead of having only one, in the 

sample that pick up the same latent variable and without having any prior information on 

the true value of the variable under consideration. Therefore, the parameter vectors for 

the two indicators are assumed to be the same. 

To formalize the problem, suppose that we observe two mismeasured discrete 

variables, 1M  and 2M  that can take only two integer values  1,0 . The value of each of 

these variables will be equal to zero if the individual has reported not possessing a 

specific characteristic and will be equal to one if he has reported doing so. In addition, 

suppose that the unobserved true variable T  takes two values in the same way as the 

reported ones. 

In order to build up the mathematical model, we first need to define the following 

misclassification probabilities:
5
 

 

 1p  : probability the person does not report possessing the attribute 1M  given that 

the true variable T  suggests possessing the attribute  )1|0Pr( 1  TM ; 

 2p  : probability the person does not report possessing the attribute 2M  given that 

the true variable T  suggests possessing the attribute  )1|0Pr( 2  TM ; 

 1q  : probability the person reports possessing the attribute 1M  given that the true 

variable T  suggests not possessing the attribute  )0|1Pr( 1  TM ; 

 2q  : probability the person reports possessing the attribute 2M  given that the true 

variable T  suggests not possessing the attribute  )0|1Pr( 2  TM . 

 

Also, we denote the probability the true variable is equal to one as   which is 

unknown.
6
 

Then, in total we can obtain 8 joint misclassification probabilities for the two 

reported measures - for the benefit of notation, the first subscript in each probability 

                                                           
5
 The subscript in each of these probabilities denotes the respective reported variable measured with error. 

6
 The probability the true variable is equal to zero  )0Pr( T  is 1 . 
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denotes whether there is misclassification error in the 1M  variable while the second one 

whether there is misclassification error in the 2M  variable (see Appendix, Annex A for 

more information on the definitions of each one of them) - denoted as follows;
7
 

},,,,,,,{ MMmMMmmmMMmMMmmm qqqqpppp . 

 

Indicatively, 

 mmp  : probability the individual is not misclassified in none of the two variables 

(measures) given that he truly possesses the characteristic 

 )1|1,1Pr( 21  TMM ; 

 Mmp  : probability the individual is misclassified only in one of the two variables - 

indicators  1M  given that he truly possesses the characteristic 

 )1|1,0Pr( 21  TMM ; 

 MMq  : probability the individual is misclassified in both reported variables given 

that he does not truly possess the characteristic  )0|1,1Pr( 21  TMM . 

 

Also, from the probability theory it holds that 

1 MMmMMmmm pppp , (1) 

1 MMmMMmmm qqqq . (2) 

 

Taking into account the above probabilities, we can create a fourfold table 

containing the expected sample (observed) proportions in each combination of the two 

reported variables (see Table 1). Each of these proportions will be just a weighted sum, 

by   and )1(   accordingly, of the joint misclassification probabilities. 

 

 

 

 

                                                           
7
 A capital subscript letter indicates the existence of misclassification error whereas a little one indicates the 

non-existence of misclassification error. 
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Table 1: Expected sample proportions 

 

 Reported variable 2 (
2M ) 

Reported variable 1 

(
1M ) 

“Yes” “No” 

“Yes” MMmm qp )1(    MmmM qp )1(    

“No” mMMm qp )1(    mmMM qp )1(    

 

From Table 1 we obtain four equations, (3)-(6) each of which is equal to the 

observed proportions DCBA ,,,  respectively.
8
 

 

Aqp MMmm  )1(  , (3) 

Bqp MmmM  )1(  , (4) 

Cqp mMMm  )1(  , (5) 

Dqp mmMM  )1(  . (6) 

 

The set of equations (3)-(6) can be considered as a system of 4 simultaneous 

equations with 9 unknowns },,,,,,,,{ MMmMMmmmMMmMMmmm qqqqpppp  for which we 

want to find unique solutions. However, equation (6) is collapsed since the two joint 

misclassification probabilities MMp  and mmq  can be easily calculated using conditions 

(1) and (2). Therefore, we end up with a system of 3 equations with 7 unknowns; we need 

4 more equations to achieve full identification. 

It is worthy to mention that even if we assume that the misclassification 

probabilities for each mismeasured variable are identical, in other words the probabilities 

of lying are absolutely the same, conditions (3)-(5) are not sufficient to reveal the 

prevalence of the probability of the true variable from the available data. In order to see 

why that happens we should examine the following alternatives: 

 

                                                           
8
 Note that 1 DCBA . 
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Case 1: One mismeasured variable 

If we have only one mismeasured variable M  and a “gold standard” G  the 

expected sample proportions cannot be determined directly from the existing sample. The 

available expected sample proportions are the number of people who have answered 

either “Yes” or “No” only to the reported variable M  (See Appendix, Annex A for more 

information regarding the definitions of the observed proportions and the 

misclassification probabilities).
9
 

 

Table 2: Expected sample proportions with only one mismeasured variable 

 

 Reported variable ( M ) 

“Gold standard” (G ) “Yes” “No” 

“Yes” )1( p  p  

“No” q)1(   )1)(1( q  

 

')1( Ap  , (3i) 

'Bp  , (4i) 

')1( Cq  , (5i) 

')1)(1( Dq  . (6i) 

 

The system of equations (3i), (4i) and (5i) - equation (6i) is collapsed for the same 

reason as mentioned earlier in the analysis for equation (4) - is under identified since the 

number of the available equations is less than the number of the unknowns }',',,{ BAp . 

 

Case 2: Two mismeasured variables 

If we have two mismeasured variables we do not observe any considerable 

difference regarding the identification of the true variable. In particular, assuming that 

mmmm qp  , mMmM qp  , MmMm qp  , and MMMM qp  , then equations (3)-(5) can be 

transformed as shown below; 

                                                           
9
 Only the sums )''( CA  and )''( DB   are known from the existing data. 
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App MMmm  )1(  , (3ii) 

Bpp MmmM  )1(  , (4ii) 

Cpp mMMm  )1(  . (5ii) 

 

Similarly to the case of having only one mismeasured variable, the system of 

equations (3ii), (4ii) and (5ii) is again under identified since the available equations are 

less than the number of the unknowns },,,{ mmmMMm ppp . 

 

The extra equations needed for full identification of the system will be taken from 

the fourfold table of expected (predicted) wages in every combination of the two reported 

variables (see Table 3 below). The expected wages will be a sum of the baseline wage w  

- simply the wage of not misreporting - and the penalty of belonging on each specific 

cell. It should be noted that   stands for the parameter vector which by assumption is the 

same for both measures. Thus, the predicted wages are basically a function of the 

expected sample proportions (See Appendix, Part A for a representation). 

 

Table 3: Predicted wages 

 

 Reported variable 2 (
2M ) 

Reported variable 1 

(
1M ) 

“Yes” “No” 

“Yes” 
MMmm

mm

qp

p
w

)1( 




  

MmmM

mM

qp

p
w

)1( 




  

“No” 
mMMm

Mm

qp

p
w

)1( 




  

mmMM

MM

qp

p
w

)1( 




  
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Therefore, from Table 3 we obtain 4 more equations (7)-(10) but with two more 

unknowns, w  and  . Each of these equations is set equal to the average log gross 

weekly wages denoted by GFE ,,  and H  respectively.
10

 

 

E
qp

p
w

MMmm

mm 



)1( 


, (7) 

F
qp

p
w

MmmM

mM 



)1( 


, (8) 

G
qp

p
w

mMMm

Mm 



)1( 


, (9) 

H
qp

p
w

mmMM

MM 



)1( 


. (10) 

 

Overall, from the observed proportions and the predicted wages we obtain a 

nonlinear system of 7 simultaneous equations, (3)-(5) and (7)-(10), with 9 unknowns 

},,,,,,,,{  wqqqppp MMMmmMMmmMmm  so it is still under identified. The last equation 

for full identification will come from a restriction for the joint misclassification 

probabilities. 

Interestingly, we can find an unbiased and inconsistent estimator of   from the 

appropriate estimation of wages and by adding exogenous regressors that also have a key 

effect on wages. These regressors could be personal characteristics other than disability 

status such as age, qualifications and marital status. The coefficient we will get from the 

regression analysis will be very close to  . 

 

 

 

 

 

 

                                                           
10

 Note that in comparison to the observed proportions 1 HGFE . 
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a. Restrictions for the joint misclassification probabilities 

 

A. No Bias/Monotonicity 

 

No bias essentially arises from the definition of the misclassification error; the 

respondents in the survey may report possessing a characteristic when they truly do not 

so, thus the variable of interest is upwards biased, in order to receive any social and 

economic benefits. Alternatively, they may report not possessing the characteristic when 

they truly do so causing a downwards bias to the variable of interest so that they avoid 

possible social exclusion and discrimination observed in the labour market. In both cases 

the respondent’s intention is to act in a way that usually improves his position than if he 

had acted differently. For example, suppose that the specific characteristic is how people 

report their disability status; the participants are usually more willing to report an 

“excellent” or a “very good” health status than reporting a “bad” or a “very bad” one. By 

doing so, they considerably try to avoid receiving lower wages compared to those who 

reported having a “bad” or a “very bad” health - for those who are currently employed -, 

or avoid having difficulties in entering the labour market for those who are unemployed. 

Both facts can occur due to employer’s prejudice or statistical discrimination against 

them.
11

 

 

In algebraic terms, no bias assumption is translated as follows; 

MMMmMMMm qqpp  , (11) 

MMmMMMmM qqpp  . (12) 

 

In a simpler way, no bias indicates that the probability of misreporting is the same 

for each reported variable 1M  and 2M  so it should be that 11 qp  , and 22 qp  . A 

graphical representation of the no bias assumption is shown in the next figure. 

 

                                                           
11

 Statistical discrimination occurs if employers do not have sufficient information to access the 

productivity of minority applicants accurately and they may use membership in the minority group as a 

signal of lower productivity thus, discriminate on the basis of wages against this group (Phelps, 1972). 
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Figure 1: No bias assumption 

 

 

By imposing only the no bias assumption we achieve full identification of the 

system of simultaneous equations since we have 9 equations with 9 unknowns 

  ,,,,,,,, wqqqppp MMmMMmmmMmmM . 

Interestingly, a weaker assumption of no bias, monotonicity, rules out the 

possibility that p  is strictly less or more than q . 

 

B. No correlation 

 

No correlation assumption refers to the case where the misclassification error in 

the one reported variable is independent of the misclassification error in the other 

(reported) variable. Therefore, each of the joint misclassification probabilities should be a 

product of the respective misclassification probabilities. 

For that reason, according to the no correlation assumption it should hold that 

 

21 pppMM  , (13) 

)1)(1( 21 pppmm  , (14) 

)1( 21 pppMm  , (15) 

21)1( pppmM  , (16) 

21qqqMM  , (17) 

)1)(1( 21 qqqmm  , (18) 

)1( 21 qqqMm  , (19) 

21)1( qqqmM  . (20) 

1T  12 M  02 M   0T  12 M  02 M  

11 M  mmp  mMp  11 M  MMq  
Mmq  

01 M  Mmp  
MMp  01 M  mMq  mmq  
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For instance, if we consider the joint misclassification probability Mmp , then 

according to the no correlation assumption those who lied on the first measure have the 

same probability of lying on the second measure as those that told the truth. 

As with the no bias case, by imposing only the no correlation assumption we get a 

fully identified system with 7 equations and 7 unknowns   ,,,,,, 2121 wqqpp . 

 

C. No bias and no correlation12 

 

In general, the combination of the above assumptions is close to the definition of 

the “classical” measurement error; the measurement error in the reported variable is 

assumed to be independent of the true level of that variable and all other variables used in 

the specific regression model. The error in the measurement of that variable will produce 

a downward biased (attenuated) and an inconsistent parameter estimate of its effect. 

It should not be disregarded that when we impose at the same time no bias and no 

correlation assumptions, we end up with an over identified system of 7 equations with 5 

unknowns },,,,{ 21  wpp . 

 

Overall, we can conclude that it is possible to achieve either full or over 

identification of the system of simultaneous equations, and hence measure the extent of 

misclassification error in a specific variable, either by imposing only one or a 

combination of restrictions for the joint misclassification probabilities.
13

 

 

 

 

 

 

 

                                                           
12

 In that case it should hold that 2121 qqppqp MMMM  , )1()1( 2121 qqppqp MmMm   

and so on. 
13

 For an analytic representation of the system of equations in each of the three possible cases (“no 

correlation”, “no bias and no correlation” and “no bias”), see Appendix, Annex A. 
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III. CLASSIFICATION ERROR AND DISABILITY STATUS 

 

a. Measurement of disability 

 

There are different ways of inferring whether someone is thought of as disabled or 

not; either by using subjective, usually known as self-reported data (Baldwin and 

Schumacher, 2002; Madden, 2004; Jones, Latreille, and Sloane, 2006a; Jones and Sloane, 

2009) or more objective measures of health (Burchardt, 2000; Jones, 2009) or finally 

indicators such as registered as disabled with Social Services or with a green card. 

In subjective data, an individual through questions being asked assesses their own 

condition and whether that condition affects their capacity to undertake work. The survey 

questions are designed as closed as possible to the definition of disability stated in the 

legislative reforms. As a consequence, they usually take the form: “Do you have any 

long-standing (at least six months) illness, disability or infirmity?”; and in order to 

capture for work limitations: “Does this health problem in any way affect your work 

capacity?”.
 
Nevertheless, it should not be disregarded that when determining whether an 

individual has a long-term health problem and whether that problem is work limiting 

there may be social and economic incentives to misreport disability status. 

On the contrary, in objective data the information is on specific health conditions; 

either through a body mass index or a composite measure of mental well-being generated 

from the 12-item version of the General Health Questionnaire (GHQ12), information on 

subsequent mortality or even through doctor’s reports. Therefore, the questions are 

narrower, more concrete and are not closely related to employment behaviour, as in the 

subjective data. 

 

b. Data 

 

The data used in this study are from the British Household Panel Survey (BHPS) 

covering 4 waves from 2005-2009.
14

 For the purpose of our study the sample is restricted 

                                                           
14

 Useful information about the BHPS can be found in Appendix, Annex B. 

    Each wave starts in September and ends in April or May of the following year. 
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to employed men and women aged 21 to 60 years old. Each individual in the household 

has a unique identification number and every year is asked almost the same 

questionnaire. In some cases, a member of a household may be absent throughout the 

field period or too old to complete the interview themselves. As a consequence, a proxy 

respondent is administered to answer the questionnaire which is usually another member 

of the household, with preference shown for the spouse or adult child. Since in the proxy 

schedule the questionnaire is a much shortened version of the individual questionnaire 

proxy respondents are also excluded from our sample. 

In addition, so as to allow for different health problems, a set of 13 dummies were 

conducted from a categorical health variable.
15

 Then, making use of the International 

Statistical Classification of Diseases and Related Health Problems (ICD-10), each of 

these dummies was further classified into three broad categories: physical, mental and 

mixed health problems.
16

 Indicatively, physical health problems refer to problems such as 

migraine and diabetes whereas the mixed category includes health problems such as 

epilepsy, cancer and stroke. 

In order to define whether someone is thought of as disabled or not we focus on 

the latest definition of disability stated in the legislative reforms for the UK - Equality 

Act 2010 - and we make use of two measures to infer disability status.
17

 For both 

measures, the respondent is classified as disabled if: he has initially responded “Yes” to 

the general question “Do you have any of the health problems or disabilities listed on 

this card?”, accompanied by “Yes” in one of the specific questions - depending on the 

measure used - “Does your health limit the type of work or the amount of work you can 

do?” for the first measure, and “Does your health in any way limit your daily activities 

compared to most people of your age?” for the second measure respectively. In any 

other case, for example if the respondent has reported “Yes” to the general question and 

“No” to the second specific question or “No” to the general question and “Yes” to the 

first specific question and so on, he is classified as non-disabled. 

                                                           
15

 The dummies for the different health problems are: “arm/leg/hands”, “sight”, “hearing”, “skin”, 

“chest/breathing”, “heart/blood”, “stomach/digestion”, “diabetes”, “anxiety/depression”, “alcohol/drugs”, 

“epilepsy”, “migraine”, and “other”. 
16 

More information about the ICD-10 can be found in Appendix, Annex B. 
17

 According to Equality Act (2010) an individual is thought of as disabled if “A physical or mental 

impairment has a substantial and long-term adverse effect on his or her ability to carry out normal day-to-

day activities”. 
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Having made the appropriate changes and excluding all observations which still 

had missing values we ended up with a total sample of 19,048 individuals consisting of 

9,235 men and 9,813 women. Regarding how many of them are classified as disabled, 

1,187 are considered as disabled, covering 6.23 percent of the total sample using the first 

measure while using the second measure the disabled account for slightly less, 6.08 

percent of the total sample (1,158 individuals). In other words, more people have reported 

that their health problem/disability limits the type or amount of work they can perform 

rather than their daily activities such as doing the housework, climbing stairs or walking 

for at least 10 minutes. 

Distinguishing by type of health problem and based on the ICD-10 classification, 

Table 4 provides some insightful findings about how individuals report possessing at 

least one type of health problem (physical, mental or mixed) are distributed in the sample. 

Indicatively, using the second measure to infer disability status, more people - 1,063 

individuals accounting for about 5.6% of the total sample - tend to report having physical 

health problems like arthritis and heart/blood pressure related problems while quite a few, 

only 46 individuals (covering 0.24 percent of the total sample) report having mental 

health problems such as anxiety and depression. Diversifying by gender and 

independently of the disability measure used, women tend to report slightly more 

suffering from mental and mixed health problems compared to men; almost 0.09% 

(0.03%) more women than men suffer from mental (mixed) problems. 
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Table 4: Prevalence of different types of health problems by gender
18

 

 

ICD-10 Males Females 

 First measure19 
Second 

measure20 
First measure 

Second 

measure 

Physical 535 (2.81%) 488 (2.56%) 553 (2.90%) 575 (3.02%) 

Mental 11 (0.06%) 13 (0.07%) 25 (0.13%) 33 (0.17 %) 

Mixed 28 (0.15%) 23 (0.12%) 35 (0.18%) 26 (0.14%) 

Total 574 (3.01%) 524 (2.75%) 613 (3.22%) 634 (3.33%) 

 

c. Descriptive statistics 

 

Considering a more detailed analysis of the sample, between 2005 and 2009 

disability rates in the United Kingdom have mainly decreased; using the first measure to 

denote disability status, the amount of those who are thought of as disabled increases 

substantially in the first three waves of our study accounting for about 6.5 percentage 

points of the sample in the period between September 2007 and April 2008, and reaches a 

low of 5.8 percentage points in the last period (September 2008-April 2009). It is 

important to note that the pattern is similar when using the second measure except for the 

fact that in the first wave the disabled are covering a slightly lower percentage of the total 

sample compared to the one when using the first measure - 5.9% and 6.3% respectively 

(See Figure 2). 

 

 

 

 

 

 

                                                           
18

 Each of the numbers in parentheses is a percentage of the total sample. 
19

 First measure refers to those who have reported “Yes” to the first measure [ 11 M ]. 

20
 Second measure refers to those who have reported “Yes” to the second measure [ 12 M ]. 
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Figure 2: Disability rates in the United Kingdom 2005-2009 for those at work
21

 

 

 

 

Turning to the wages, as shown in Figure 3, at first glance disabled people seem 

to have lower earnings than the non-disabled ones; specifically, taking the average across 

all waves, those whose disability limits the type or amount of work they can do (first 

measure) are paid overall the 96.2% of the log weekly gross wage of their non-disabled 

counterparts. Allowing for gender differences, the above percentage varies with men 

being slightly worse-off relative to women, 96% and 96.5% respectively.22 In general, 

the results do not vary dramatically year by year for the disabled implying that there is no 

evidence that their position has considerably changed over time. It is worthy to note that 

there are no significant differences to the following figure in case we use the second 

indicator of disability status (see Appendix, Annex C, Figure C1 for more details). 

 

 

 

 

 

                                                           
21

 Each of the disability rates is expressed as a percentage of the total sample. 
22

 For more information on log weekly gross wage variations by gender see Appendix, Annex C, Figures C2 

and C3. 
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Figure 3: Log weekly gross wages in the United Kingdom 2005-2009 

 

 

 

The means of the main variables, some of which are used later in the regression 

analysis, are presented in Table 5 and important differences among the disabled and non-

disabled are in accordance with the expectations. Firstly, the non-disabled are typically 

younger than the disabled, but both disabled and non-disabled have mainly either an A-

level or a higher degree qualification.
23

 Furthermore, for each of the two indicators used 

and independently of gender, the disabled seem to be mostly not married or divorced. 

Considering any differences in race, men whose disability limits their daily activities are 

mostly Pakistani or tend to belong to the any other ethnic group category while women of 

the same group are mainly Indian. Gender differences are also observed regarding the 

hours of work with disabled men working almost 9 hours more than disabled women 

independently of the measure used to denote disability status. Finally, and confirming 

again our expectations the disabled, as defined using either of the two measures, prefer to 

work less hours and more part-time than their non-disabled counterparts for both genders. 

                                                           
23

 Non-disabled people are on average 2.5 years younger than the disabled who have reported that their 

disability limits the amount or type of work they can do (first measure). 

    Non-disabled people are on average 1.4 years younger than the disabled who have reported that their 

disability limits their daily activities (second measure). 
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Table 5: Descriptive Statistics
24

 

 

Means25 Males Females 

 
First 

measure 

Second 

measure 
Both None 

First 

measure 

Second 

measure 
Both None 

Variables         

Log weekly 

gross  

wage 

5.94 5.98 5.91 6.19 5.43 5.48 5.40 5.63 

Age 43.5 42.7 43.3 41.0 44.0 43.6 44.7 41.6 

Black 0 0 0 0.34 0.49 0.63 0.80 0.46 

Indian 0.52 0.38 0.29 0.80 1.79 1.74 2.92 0.62 

Pakistani 0.87 0.76 1.14 0.26 0 0 0 0.06 

Bangladeshi 0 0 0 0.01 0 0 0 0.01 

Chinese 0 0 0 0.14 0 0.16 0 0.11 

Any other 

ethnic group 
0.70 0.76 0.57 0.75 0.82 1.10 1.06 1.11 

Separated 2.96 3.44 3.43 2.18 2.94 3.63 3.18 3.12 

Divorced 8.89 9.54 9.43 7.05 14.68 13.09 13.26 1.89 

Widowed 0.52 0.76 0.86 0.58 3.43 3.79 3.71 1.62 

Never 

married 
25.44 27.10 27.14 26.77 15.66 15.93 14.06 22.10 

In a civil 

partnership 
0.35 0.38 0.29 0.64 0 0.16 0 0.51 

                                                           
24

 Each column refers to a different group of people: 

    First measure: thought of as disabled according to the first measure ]1[ 1 M ; 

    Second measure: thought of as disabled according to the second measure ]1[ 2 M ; 

    Both: thought of as disabled according to both measures: 1[ 1 M  and ]12 M ; 

    None: thought of as non-disabled according to both measures: 0[ 1 M  and ]02 M . 
25

 The means of all variables except for those of log weekly gross wage, age, part-time and hours of work 

are multiplied by 100. 
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Graduates 

and higher 

degree 

14.46 17.75 15.71 23.16 18.92 19.09 18.83 23.78 

Higher 

school 
32.23 29.58 30.29 35.01 32.46 34.54 35.28 28.41 

None of 

these 
18.82 18.70 18.86 11.48 14.52 15.46 15.38 12.12 

Part-time 1.07 1.06 1.07 1.03 1.37 1.35 1.39 1.34 

Hours of 

work 
37.85 38.02 37.52 38.96 29.02 29.41 28.50 30.24 

 

Total number 

of 

observations 

574 524 350 8,487 613 634 377 8,943 

9,235 9,813 

19,048 

 

 

IV. RESULTS 

 

Using the British Household Panel Survey (BHPS) sample, we empirically test 

our proposed methodology and more specifically, whether and if so to what extent the 

respondents in a survey tend to misreport their disability status. 

 

The procedure 

We start by taking the BHPS data and obtaining the expected sample proportions 

and predicted wages for the four different groups of people: “First measure”, “Second 

measure”, “Both” and “None” as defined previously in the descriptive statistics. Then, we 

input these results into MATLAB and solve for the unknowns of the system of equations 

but each time imposing the different restriction(s) for the joint misclassification 

probabilities (“no correlation”, “no bias and no correlation” and “no bias”). 
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The final solutions 

Initially and without correcting for the misclassification error the majority is 

thought of as non-disabled, using both measures to infer disability status, and accounting 

for about 91.5 percentage points. It is useful to note that the disabled report slightly more 

that their disability limits the type or amount of work they can do and less their daily 

activities - 6.2 and 6.1 percent of the total sample respectively. Considering any wage 

differentials for the four different groups, those who have reported “Yes” to both 

measures seem to face significantly lower wages, by almost 4.6 percentage points, than 

their non-disabled counterparts. 

 

Table 5: Obtained values from the available BHPS data without correcting for the 

misclassification error 

 

Expected sample proportions 

First measure Second measure Both None 

0.062 0.061 0.038 0.915 

Predicted wages 

First measure Second measure Both None 

5.677 5.704 5.645 5.902 

 

After imposing the no correlation assumption and correcting for the 

misclassification error in reporting disability status, we get the results presented in the 

table below. Noticeably, truly disabled tend to lie more when they report their disability 

status (underreport disability) compared to the truly non-disabled (overreport disability) 

since always the sqsp ''  . Also, truly disabled tend to underreport more that their 

disability limits their daily activities rather than the type or amount of work they can 

perform )( 12 pp  , whereas the truly non-disabled overreport more that their disability 

limits their daily activities )( 12 qq  . Finally, wage differences between the disabled and 

non-disabled are still apparent, with the truly disabled - as expected - facing lower wages 

than truly non-disabled (  is negative) and the baseline log weekly gross wage being 

approximately 5.90. 
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Table 6: Final solutions for the system - “no correlation” 

 

t  1p  2p  1q  2q  w    

0.067 0.187 0.303 0.008 0.015 5.903 -0.258 

 

It is important to note that when assuming “no bias and no correlation”, we get a 

set of final solutions similar in magnitude - for most of the unknowns except for the two 

misclassification probabilities that are significantly lower - to the ones presented in Table 

6. Though the truly non-disabled in this case are assumed to misreport disability by the 

same amount as the truly disabled for each of the two indicators used, both seem to lie 

less when reporting that their disability limits the type or amount of work they can do 

21( pp   and )21 qq  . 

 

Table 7: Final solutions for the system - “no bias and no correlation” 

 

t  1p  2p  w    

0.051 0.009 0.017 5.901 -0.260 

 

When imposing only the “no bias” assumption, the algorithm crashes and that is 

because in the way we have defined the system of equations it makes it very difficult, if 

not impossible for the programme to identify some of the unknowns, and more 

importantly the probability the respondent lies on both measures MMp  (that probability is 

tiny). 

 

As mentioned earlier in the analysis, in the presence of misclassification error the 

estimates of the variables of interest are biased (towards zero). In fact, we can directly 

check the above statement by running a simple OLS regression of the log weekly gross 

wages on the disability status, separately for each of the different measures used to infer 

disability. Thus, the model we estimate takes the form 

 

iii bdalpayglw  , (21) 
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where ilpayglw  refers to the log weekly gross wage of each individual i , a is a constant, 

id  is a discrete variable taking two values }1,0{ if the respondent has reported being non-

disabled and disabled respectively, b  is the associated parameter vector and i  is the 

error term following a normal distribution ),0(  . For the purpose of this analysis we do 

not take into account the different factors that can determine wages such as age, gender, 

race, marital status and qualifications. 

The estimated coefficients from the above regression are shown in Table 8; 

essentially, the constant in our regression corresponds to the wage the truly non-disabled 

receive. 

 

Table 8: OLS estimates for each of the different measures used to infer disability status 

 

 cons_  b̂  

First measure 5.899 -0.223 

Second measure 5.897 -0.193 

 

Comparing the results from Table 6, Table 7 and Table 8 we can conclude that 

without correcting for the misclassification error, the constant and the estimated 

coefficients (in absolute values) are biased downwards independently of the indicator 

used showing the extent of the measurement error in that specific variable; comparing the 

two measures, we can infer that the effect of misclassification error on the estimated 

coefficients is more acute in case where the second measure is used to infer disability. 

 

Issues for future studies 

It would be useful for future studies to consider the case where the two measures 

used to infer disability status pick up something different such as short or long-term 

disability. So does it mean that the bounds methodology commonly used in the literature 

should be used again to measure the extent of misclassification error in that case? Not 

necessarily, unless there is a way to achieve point identification of a similar system of 

simultaneous equations when the s'  (probabilities the true value of each of the two 
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measures are equal to one) for each of the two measures are different and so the  ’s of 

the relevant variables are not by assumption equal. 

 

 

V. CONCLUSION 

 

The paper using the concept of the fourfold table and obtaining a system of 

simultaneous equations from the available sample proportions and expected wages 

together with a restriction for the misclassification probabilities, examines whether it is 

possible to achieve point identification in the presence of measurement error in discrete 

variables. Considering the case of having two reported variables measured with error that 

pick up the same latent variable, thus the parameter vectors of the two indicators are 

assumed to be the same, it provides unique solutions for the system. 

Empirically, using the British Household Panel Survey sample, we examine the 

extent of classification error in health related variables and in particular, on whether and 

if so to what extent people tend to misreport their disability status. Our results suggest 

that the probability of underreporting is greater than the probability of overreporting 

disability. Also, both truly disabled and truly non-disabled tend to misreport more 

(underreport and overreport respectively for the disabled and non-disabled) that their 

disability limits their daily activities rather than the type or amount of work they can 

perform. Taking into consideration these results and by running a simple OLS regression 

of wages on the disability status, we can conclude that the effect of misclassification error 

on the estimated coefficients is greater when the second measure is used to denote 

disability status. 
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APPENDIX 

 

Annex A 

 

1. Useful definitions 

 

a. Two mismeasured variables 

 mMp  : probability the individual is misclassified only in one of the two measures 

)( 2M  given that he truly possesses the characteristic  )1|0,1Pr( 21  TMM ; 

 MMp  : probability the individual is misclassified in both measures given that he 

truly possesses the characteristic  )1|0,0Pr( 21  TMM ; 

 Mmq  : probability the individual is misclassified only in one of the two measures 

)( 1M  given that he does not truly possess the characteristic 

 )0|0,1Pr( 21  TMM ; 

 mMq  : probability the individual is misclassified only in one of the two measures 

)( 2M  given that he does not truly possess the characteristic 

 )0|1,0Pr( 21  TMM ; 

 mmq  : probability the individual is not misclassified in none of the two measures 

given that he does not truly possess the characteristic  )0|0,0Pr( 21  TMM . 

 

b. One mismeasured variable 

   : probability the “gold standard” is equal to one  )1Pr( G ; 

 )1(   : probability the “gold standard” is equal to zero  )0Pr( G ; 

 p  : probability the individual reports not possessing the characteristic when he 

truly possesses it  )1|0Pr(  GM ; 

 )1( p  : probability the individual reports possessing the characteristic when he 

truly possesses it  )1|1Pr(  GM ; 
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 q  : probability the individual reports possessing the characteristic when he does 

not truly possess it  )0|1Pr(  GM ; 

 )1( q  : probability the individual reports not possessing the characteristic when 

he does not truly possess it  )0|0Pr(  GM ; 

 'A  : the number of people that have reported “Yes” to G  and “Yes” to M ; 

 'B  : the number of people that have reported “Yes” to G  and “No” to M ; 

 'C  : the number of people that have reported “No” to G  and “Yes” to M ; 

 'D  : the number of people that have reported “No” to G  and “No” to M . 

 

c. Expected wages are simply a function of the expected sample proportions… 

 

 Reported variable 2 (
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2. Nonlinear systems of simultaneous equations depending on the different 

assumptions imposed for the joint misclassification probabilities 

 

a. No bias (full identification) 

Aqp MMmm  )1(  , 

Bqp MmmM  )1(  , 

Cqp mMMm  )1(  , 
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E
qp

p
w

MMmm

mm 



)1( 


, 

F
qp

p
w

MmmM

mM 



)1( 


, 

G
qp

p
w

mMMm

Mm 



)1( 


, 

 
   

H
qqqppp

ppp
w

MMmMMmmmmMMm

mmmMMm 





1)1(1

1




, 

MMMmmmmM qqpp 1 , 

MMmMmmMm qqpp 1 . 

 

b. No correlation (full identification) 

Aqqpp  2121 )1()1)(1(  , 

Bqqpp  )1()1()1( 2121  , 

Cqqpp  2121 )1)(1()1(  , 

E
qqpp

pp
w 






2121

21

)1()1)(1(

)1)(1(




, 

F
qqpp

pp
w 






)1()1()1(

)1(

2121

21




, 

G
qqpp

pp
w 






2121

21

)1)(1()1(

)1(




, 

H
qqpp

pp
w 




)1)(1)(1( 2121

21




. 

 

c. No bias and no correlation (over identification) 

Apppp  2121 )1()1)(1(  , 

Bpppp  )1()1()1( 2121  , 

Cpppp  2121 )1)(1()1(  , 

E
pppp

pp
w 






2121

21

)1()1)(1(

)1)(1(




, 
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F
pppp

pp
w 






)1()1()1(

)1(

2121

21




, 

G
pppp

pp
w 






2121

21

)1)(1()1(

)1(




, 

H
pppp

pp
w 




)1)(1)(1( 2121

21




. 

 

 

3. System of nonlinear simultaneous equations using a simpler notation (I) 

 

a. General case 

We simply redefine the joint misclassification probabilities as follows; 

ppMM  , 

pppMm  1 , 

pppmM  2 , 

)1( 21 ppppmm  . 

 

and similarly for the sq' : 

qqMM  , 

qqqMm  1 , 

qqqmM  2 , 

)1( 21 qqqqmm  . 

 

Therefore, our system becomes 

 

Aqppp  )1()1( 21  , 

Bqqpp  ))(1()( 12  , 

Cqqpp  ))(1()( 21  , 
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


))(1()(
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2




, 

G
qqpp

pp
w 






))(1()(

)(

21

1




, 

H
qqqp

p
w 






)1)(1( 21


. 

 

b. No bias (full identification) 

Since under no bias assumption; 11 qp  , and 22 qp  , then 

 

Aqppp  )1()1( 21  , 

Bqppp  ))(1()( 12  , 

Cqppp  ))(1()( 21  , 

E
qppp

ppp
w 






)1()1(

)1(

21
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


, 

F
qppp

pp
w 






))(1()(

)(

12

2




, 

G
qppp

pp
w 






))(1()(

)(

21

1




, 

H
qppp

p
w 






)1)(1( 21


. 

 

Thus, we finally have a system of 7 equations with 7 unknowns },,,,,,{ 21  wqppp  . 

 

c. No correlation (full identification) 

As with no correlation assumption it should hold that 21 ppp  , and 21qqq  , then 

 

Aqqpppp  212121 )1()1(  , 
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Bqqqppp  ))(1()( 211212  , 

Cqqqppp  ))(1()( 212211  , 

E
qqpppp

pppp
w 






212121
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
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
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)(
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G
qqqppp
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
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
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, 

H
qqqqpp
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w 




)1)(1( 212121

21




. 

 

Hence, we end up with a system of 7 equations with 7 unknowns },,,,,,{ 2121  wqqpp . 

 

d. No bias and no correlation (over identification) 

Since under no bias and no correlation assumptions 21 ppp  , 21qqq  , 11 qp  , and 

22 qp  , it should hold that qp  , so 

 

Apppp  2121 )1()1(  , 

Bppppp  21112 )( , 

Cppppp  21221 )( , 

E
pppp

pppp
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
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




21112
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


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G
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
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
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H
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


)1()1( 212121

21




. 

 

Therefore, we have a system of 7 equations with 5 unknowns },,,,{ 21  wpp . 
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4. System of nonlinear simultaneous equations using a simpler notation (II) 

 

a. General case 

We redefine the different groups of people as: 

 Those who have reported “Yes” to the first measure )( 1M ; 

 Those who have reported “Yes” to the second measure )( 2M ; 

 Those who have reported “Yes” to both measures; 

 Those who have reported “No” to both measures. 

 

1)1()1( 11 SPqp   , 

2)1()1( 22 SPqp   , 

3)1()1( 121221 SPqppp   , 

1
)1()1(

)1(

11

1 EW
qp

p
w 









, 

2
)1()1(

)1(
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2 EW
qp

p
w 









, 

3
)1()1(

)1(

121221

1221 EW
qppp

ppp
w 









, 

4
)1)(1( 122112

12 EW
qqqp

p
w 







. 

 

Hence, using the primary notation, each of the observed proportions and predicted wages 

correspond to the following; 

 

BASP 1 , 

CASP 2 , 

ASP 3 , 

DSP 4 , 

2
1

FE
EW


 , 
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2
2

GE
EW


 , 

EEW 3 , 

HEW 4 . 

 

b. No bias (full identification) 

12 11 SPpp   , 

22 22 SPpp   , 

3)1()1( 121221 SPqppp   , 

1
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1 EW
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
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c. No correlation (full identification) 

1)1()1( 11 SPqp   , 

2)1()1( 22 SPqp   , 

3)1()1( 212121 SPqqpppp   , 
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d. No bias and no correlation (over identification) 

12 11 SPpp   , 

22 22 SPpp   , 

3)1( 2121 SPpppp  , 
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Annex B 

 

1. Useful information about the BHPS 

 

The survey is conducted by the ESRC UK Longitudinal Studies Centre (ULSC) 

and the Institute for Social and Economic Research (ISER) at the University of Essex. Its 

aim is to understand any socio-economic changes in individual and household level in 

Britain and identify the causes and the consequences of these changes by using a wide 

range of variables. Each year over 5,000 households consisting of roughly 10,000 

individuals have been interviewed. 

 

 

2. Useful information about the ICD-10 

 

ICD-10 was endorsed by the Forty-third World Health Assembly in May 1990 

and came into use in WHO Member States as from 1994. The classification is the latest 

in a series which has its origins in the 1850s. The first edition, known as the International 

List of Causes of Death, was adopted by the International Statistical Institute in 1893. 

WHO took over the responsibility for the ICD at its creation in 1948 when the Sixth 

Revision which included causes of morbidity for the first time was published. 

The ICD is the international standard diagnostic classification for all general 

epidemiological, many health management purposes and clinical use. These include the 

analysis of the general health situation of population groups and monitoring of the 

incidence and prevalence of diseases and other health problems in relation to other 

variables such as the characteristics and circumstances of the individuals affected, 

resource allocation, quality and guidelines. 

It is used to classify diseases and other health problems recorded on many types 

of health and vital records including death certificates and health records. In addition to 

enabling the storage and retrieval of diagnostic information for clinical, epidemiological 

and quality purposes, these records also provide the basis for the compilation of national 

mortality and morbidity statistics by WHO Member States. 
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3. Classification of specific health problems in the sample (based on ICD-10) 

 

a. Physical 

 arm/leg/hands (arthritis, rheumatism etc.); 

 sight (other than needing glasses to read normal size print); 

 hearing;  

 skin/allergies; 

 chest/breathing (asthma, bronchitis);  

 heart/blood pressure or blood circulation problems;  

 stomach/liver/kidney or digestive problems; 

 diabetes;  

 migraine or frequent headaches. 

 

b. Mental 

 anxiety/depression or bad nerves;  

 alcohol/drugs. 

 

c. Mixed 

 epilepsy;  

 other (cancer, stroke, etc.). 
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Annex C 

 

1. Useful figures 

 

Figure C1: Log weekly gross wages in the United Kingdom 2005-2009 
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Figure C2: Log weekly gross wages in the United Kingdom 2005-2009 by gender using 

the 1st measure to infer disability status 

 

 

 

 

Figure C3: Log weekly gross wages in the United Kingdom 2005-2009 by gender using 

the 2nd measure to infer disability status 

 

 




