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Abstract
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1. Introduction

Most empirical studies on the volatility of daily returns on financial markets focused on the univariate modeling of the autoregressive behavior of the volatility. Two of the most successful specifications for characterizing this dynamic behavior of the return volatility are the class of autoregressive conditionally heteroskedastic (ARCH) and generalized ARCH (GARCH) models introduced by Engle (1982) and Bollerslev (1986), and the stochastic volatility (SV) models proposed for example by Taylor (1986), Ruiz (1994) and Jacquier, Polson and Rossi (1994). One prominent economic interpretation for the autoregressive behavior of the volatility is based on the mixture of distribution model introduced by Clark (1973) in which the return volatility is directed by the random number of price relevant information which serves as the mixing variable. Using this mixture model, Lamoureux and Lastrapes (1990) analyzed whether an autocorrelation in the number of information can be regarded as the source of the persistence in the return volatility. By introducing trading volume as a proxy for the unobservable information process in the volatility equation of a GARCH model they discovered that the persistence in the volatility process disappears. However, using trading volume as an exogenous variable in a univariate specification for the volatility a simultaneity problem may bias their results since volume and returns are possibly jointly determined.

Consequently, for investigating the role of trading volume on the return volatility and the sources of persistence in the volatility process it is more adequate to use a bivariate framework in which the volatility and volume are simultaneously determined. A prominent example for such a bivariate specification is provided by the bivariate mixture model proposed by Tauchen and Pitts (1983) which represents a refinement of Clark's univariate mixture model. In their approach, trading volume is included as an endogenous variable and volatility and trading volume are jointly directed by the latent information arrival process as the common mixing variable. This implies that the dynamics of both variables are restricted to depend only on the time series behavior of the common mixing variable. Hence, if the bivariate mixture model is the correct specification, the time series of trading volume provides information about the factor which generates the persistence in the volatility process.

Unfortunately, recent empirical studies reveal some shortcomings of the bivariate mixture model. Lamoureux and Lastrapes (1994) who employed a signal extraction procedure to estimate the series of the latent information arrival process showed that this estimated series does not account for the persistence of the return volatility. The studies of Andersen (1996) and Liesenfeld (1997) who estimated a bivariate mixture model with an autocorrelated latent information
arrival process revealed that in the bivariate return-volume system, the estimated measure of volatility persistence drops significantly relative to univariate specifications for return volatility only. This also cast doubt on the ability of the bivariate mixture model to account adequately for the persistence in the volatility process. An obvious interpretation of these results is that the maintained assumption of the standard bivariate mixture model that the dynamic behavior of volume and volatility is solely determined by the time series behavior of the arrival process of one type of information is too restrictive. In particular, as noted by Andersen (1996), there possibly exist more types of information processes in the market that have different impacts on volume and volatility: one type of information may generate a rather heavy trading volume but have only short-run effects on the volatility, another type of information may have long-run effects on the volatility but induce only a small trading activity. For example, information based on periodic macroeconomic announcements may induce a heavy trading activity, but have only short-run effects on volatility. Failing to control in the bivariate mixture model for this difference could bias the estimation results.

In this paper the standard bivariate mixture model with the latent arrival process of one type of information is generalized to the effect that the information process is decomposed in a short-run and a long-run component, where both components are allowed to direct volume and volatility differently. Such a two-component bivariate mixture model is consistent with the results of Engle and Lee (1993) and Ding and Granger (1996). They showed in univariate GARCH specifications that it is useful for characterizing the volatility persistence adequately to decompose the overall volatility in permanent or long-run components which exhibit a high persistence and transitory or short-run components which die out very quickly. A very closely related approach was proposed by Andersen and Bollerslev (1996) who used a univariate multi-component SV model in which the overall stochastic volatility process is governed by numerous independent volatility components with their own dynamic behavior. However, a bivariate mixture model in which the latent information arrival process is decomposed in a short-run and a long-run component, each with possibly different effects on volume and volatility, makes it possible to analyze the information content of trading volume concerning the different volatility components.

Since the latent information arrival process and its components are assumed to be autocorrelated the marginal likelihood of a two-component bivariate mixture model is given by a high dimensional integral which makes the estimation by standard maximum likelihood (ML) infeasible. Hence, for estimation the simulated maximum likelihood (SML) approach developed by Danielsson and Richard (1993) is used. This estimation strategy makes it possible to adopt the
The outline of the paper is as follows. In section 2, the specification of the two-component bivariate mixture model is discussed. Section 3 describes the simulated maximum likelihood (SML) technique. Section 4 presents the empirical results and section 5 concludes.

2. Model specifications

2.1. The standard bivariate mixture model

To derive the joint probability distribution of daily returns and trading volume Tauchen and Pitts (1983) used a sequential Walrasian equilibrium framework. In this setting the traders' demand for a single security is a linear function of the difference between their reservation prices and the current market price. Within one day a series of events takes place, each of which generates information with direct relevance for the pricing of the security. Every piece of price relevant information leads the traders to adjust their reservation prices resulting in a price change and a corresponding transaction volume which are determined by the Walrasian equilibrium condition. The return \( r_t \) and the trading volume \( v_t \) for a given day \( t \) is the sum over within-day price changes and transaction volumes respectively, each of which occur as a result of the arrival of new information. For a sufficiently large number of information arrivals per day the joint distribution of daily returns and volume follow approximately a bivariate normal distribution conditional on the daily number of information arrivals \( i_t \), and can represented as:

\[
\begin{align*}
    r_t | i_t & \sim N(\mu_r, \sigma_r^2 i_t) \quad (1) \\
    v_t | i_t & \sim N(c + \mu_v i_t, \sigma_v^2 i_t) \quad (2)
\end{align*}
\]

with \( \text{Cov}(r_t, v_t | i_t) = 0 \),

where \( \sigma_r, c, \mu_v \) and \( \sigma_v \) are positive parameters. The parameter \( \mu_r \) represents the predictable part of the returns, and \( c \) captures that part of daily trading volume which is independent of the arrival of information. In the study of Tauchen and Pitts (1983) \( \mu_r \) and \( c \) are restricted to be zero. In our study these restrictions are relaxed. Assuming that the unobservable number of information arrivals \( i_t \) is random it follows from (1) and (2) that the unconditional joint distribution of \( r_t \) and \( v_t \) is a mixture of bivariate normals with \( i_t \) as the common mixing variable. According to this bivariate specification the conditional variance of the returns is determined by the common mixing variable. Hence, the dynamics of the volatility process of the returns is
solely directed by the time series behavior of \( i_t \), which also affects the dynamics of trading volume. This implies that a serial correlation of the information rate \( i_t \) leads to a serial correlation in the conditional variance of the returns and the observed persistence in the return volatility may be the result of a persistence in the information arrival process. To allow for such an autocorrelation in the common mixing variable Liesenfeld (1997) assumed a Gaussian AR(1)-process for the logarithm of the mixing variable \( \lambda_t = \ln(i_t) \):

\[
\lambda_t | \lambda_{t-1} \sim N(\gamma + \delta \lambda_{t-1}, \nu^2). \tag{3}
\]

Note, that the bivariate model (1) and (2) together with equation (3) implies a univariate specification for the returns which corresponds to the SV model analyzed, for example, by Taylor (1986), Jacquier, Polson and Rossi (1994) and Ruiz (1994). In characterizing the persistence in the volatility process, this SV model where the persistence is measured by the parameter \( \delta \), represents an alternative to (G)ARCH specifications. However, the results of Liesenfeld (1997) revealed a significant reduction in the estimated measure of volatility persistence \( \delta \) in the return-volume system (1)-(3) relative to the univariate specification (1) and (3) for the returns only. The same result is obtained by Andersen (1996) in a slightly modified bivariate mixture model\(^1\).

This significant reduction in the measure for volatility persistence if volume is included indicates that the standard bivariate mixture model (1)-(3) with an autocorrelated arrival process of one type of information given by \( i_t = \exp(\lambda_t) \) fails to capture all of the high persistence in the volatility process of the returns.

2.2. Two-component bivariate mixture models

Since the standard bivariate mixture model with one information process does not fully account for the high persistence of volatility, it is straightforward to allow for a second information process that has an impact on the valuation of the asset but does not generate additional trading volume. As a further possible source of volatility persistence this additional information process may reflect information which arrives as common knowledge and which is interpreted almost unanimously by the investors resulting in corresponding price movements without considerable

\(^1\)Andersen (1996) used an explicit market microstructure framework inspired by the model of Glosten and Milgrom (1985) to develop the implications for the joint distribution of daily returns and volume. The joint distribution he obtained, differs from the Tauchen-Pitts specification (1) and (2) by a conditional Poisson distribution for the daily volume given the information arrival process.
transactions. To capture this additional type of information the standard bivariate mixture model (1)-(3) is generalized as follows:

\[ r_t | \lambda_{1,t}, \lambda_{2,t} \sim N(\mu_r, \sigma_r^2 e^{\lambda_{1,t} + \lambda_{2,t}}) \]  
\[ u_t | \lambda_{1,t} \sim N(c + \mu_u e^{\lambda_{1,t}}, \sigma_u^2 e^{\lambda_{1,t}}) \]

with

\[ \lambda_{j,t} | \lambda_{j,t-1} \sim N(\gamma_j + \delta_j \lambda_{j,t-1}, \nu_j^2), \quad j = 1, 2. \]

In this two-component bivariate mixture specification the logarithm of the additional information process which has an impact on volatility only is represented by \( \lambda_{2,t} \), whereas \( \lambda_{1,t} \) is the logarithm of the information process which directs volatility and volume as the common mixing variable. According to Equation (6) the logarithm of both information processes follow a Gaussian AR(1)-process where the degree of persistence is measured by the parameters \( \delta_j \). It is assumed that \( \lambda_{1,t} \) and \( \lambda_{2,t} \) are stochastically independent. Note, that for the restrictions \( \gamma_2 = \delta_2 = \nu_2 = 0 \) the two-component specification (4)-(6) is identical to the standard mixture model with only one common mixing variable. However, in the two-component bivariate specification the inclusion of a second autocorrelated information process which affects solely the return volatility allows for a separate source of volatility persistence, in addition to the persistence captured by the information process which directs volatility as well as volume.

Furthermore, the univariate specification for the returns (4) and (6) implied by the generalized bivariate model corresponds to a two-component SV model which is consistent with the two-component GARCH specifications proposed by Engle and Lee (1993) and Ding and Granger (1996), and the multi-component SV model of Andersen and Bollerslev (1996). Using these specifications these studies identified different components in the volatility process of returns: short-run components which die out very quickly and long-run components which exhibit a high persistence. These univariate volatility models are mainly motivated by recent evidence that the volatility process on financial markets exhibits a very long memory which can be characterized by fractionally integrated processes. So the inclusion of different autocorrelated volatility components in these univariate specifications predicts a dynamic behavior of the overall volatility process which is characterized by volatility shocks which die out at a slow hyperbolic rate of decay. This predicted behavior of the volatility again is similar to that of the fractionally integrated GARCH (FIGARCH) models proposed by Bailley, Bollerslev and Mikkelsen (1996) and Bollerslev and Mikkelsen (1996). However, from equation (6) it is clear that, when \( \delta_1 < \delta_2 \), the second component \( \lambda_{2,t} \) would represent the long-run, and the first component \( \lambda_{1,t} \) the short-
run component. Reversing the inequality reverses this result. Hence, with the two-component bivariate mixture specification (4)-(6) it is possible to analyze the information content of volume concerning the two volatility components. For \( \delta_1 < \delta_2 \) volume provides information about the short-run volatility component and vice versa.

In the two-component bivariate mixture model (4)-(6), the second information arrival process \( \lambda_{2,t} \) is restricted to have an effect on volatility only. In order to prove whether the second component \( \lambda_{2,t} \) also affects volume or not, the specification (4)-(6) can be extended as follows:

\[
\begin{align*}
    r_t \mid \lambda_{1,t}, \lambda_{2,t} &\sim N(\mu_r, \sigma_r^2e^{\lambda_{1,t}+\lambda_{2,t}}) \quad (7) \\
    v_t \mid \lambda_{1,t}, \lambda_{2,t} &\sim N(c + \mu_v e^{(1-w)\lambda_{1,t}+w\lambda_{2,t}}, \sigma_v^2e^{(1-w)\lambda_{1,t}+w\lambda_{2,t}}) \quad (8)
\end{align*}
\]

with

\[
\lambda_{j,t} \mid \lambda_{j,t-1} \sim N(\gamma_{j} + \delta_{j} \lambda_{j,t-1}, \nu_{j}^2), \quad j = 1, 2 . \quad (9)
\]

According to Equation (8) both information processes are allowed to load on volume. The parameter \( w \) is restricted to fall in the unit interval, i.e. \( 0 \leq w \leq 1 \), and measures the relative importance of the two information processes for trading volume. For \( w = 0 \), the second information rate \( \lambda_{2,t} \) has no influence on trading volume and the extended two-component model (7)-(9) is identical to the two-component specification (4)-(6).

Due to the latent character of the information processes all specifications of the bivariate mixture model considered here are invariant with respect to scalar transformations of the incorporated information processes. In order to normalize the models, the parameter \( \sigma_r \) in the return equations (1),(4) and (7) is set equal to one. Because of the second latent variable in the two-component model (4)-(6) and in the extended two-component specification (7)-(9) the normalisation \( \sigma_r = 1 \) is not sufficient for identification. Hence, to normalize the two-component models we choose \( \sigma_r = 1 \) and \( \gamma_2 = 0 \) where \( \gamma_2 \) is the scaling parameter in the equation for \( \lambda_{2,t} \).

The estimation of the bivariate mixture models is not straightforward since the latent variables are assumed to be autocorrelated which makes the conventional maximum likelihood (ML) method infeasible. Let \( Y_T = \{y_t\}_{t=1}^T \) be the matrix of the observable variables with \( y_t = (r_t, v_t) \), and \( X_T = \{x_t\}_{t=1}^T \) the matrix of the latent mixing variables with \( x_t = \lambda_{1,t} \) for the standard mixture model and \( x_t = (\lambda_{1,t}, \lambda_{2,t}) \) for the two-component bivariate models. Then, in order to derive the likelihood function for the bivariate mixture specifications, \( X_T \) has to be integrated out of the joint probability function of \( Y_T \) and \( X_T \):

\[
f(Y_T \mid \theta) = \int f(Y_T, X_T \mid \theta) \, dX_T , \quad (10)
\]
where $\theta$ denotes the vector of parameters to be estimated. The support $\Delta$ is defined over $\mathbb{R}^{2T}$ for the two-component bivariate models and $\mathbb{R}^T$ for the standard bivariate model. Hence, the likelihood functions of the bivariate mixture models considered here are multiple integrals with dimensions given by $2T$ and $T$, respectively. For these high dimensional integrals no closed form solution exists nor can standard numerical integration methods be applied.

To estimate the bivariate mixture models the SML estimator developed by Danielsson and Richard (1993) is used. This estimator is based on an importance sampling procedure which makes it possible to evaluate integrals such as those given in Equation (10). Another possible estimation strategy for bivariate mixture models with autocorrelated latent variables is the generalized method of moment (GMM) proposed by Richardson and Smith (1994) and Andersen (1996). However, in contrast to the GMM strategy the SML approach allows us to adopt the standard instruments for inference developed for ML. Furthermore, the GMM estimator is only based on certain aspects of the distributional and dynamic assumptions in form of the selected moment restrictions, whereas SML retains the complete a priori information given by the structure of the model. Therefore, one can expect that the GMM estimator is less efficient.

Finally, the SML approach is based on an importance sampling procedure that also allows us to calculate estimates of the latent information arrival or volatility process.

### 3. Estimation technique

#### 3.1. SML estimator

In this section the application of the SML approach to the two-component bivariate mixture specifications (4)-(6) and (7)-(9), which involve two latent dynamic variables, is described. For the general theory of the SML method, see Danielsson and Richard (1993), and for the application of the SML method to the standard bivariate model (1)-(3) with one latent dynamic variable, see Liesenfeld (1997).

Suppose one has a solution of the high dimensional integral (10), then the estimate of the unknown parameter vector $\theta$ of the bivariate mixture specifications based on maximum likelihood is

$$
\hat{\theta}_{ML} = \arg \max_\theta \ln[f(Y_T | \theta)]. \tag{11}
$$

In the SML approach of Danielsson and Richard (1993) the high dimensional integral $f(Y_T | \theta)$ is estimated by a Monte Carlo (MC) technique based on an importance sampling procedure.
Given such an estimate of the integral, the log-likelihood can be evaluated and maximized over the unknown parameter vector $\theta$.

To obtain a MC estimate of $f(Y_T | \theta)$, the joint density $f(Y_T, X_T | \theta)$ is factorized in an importance sampling function (IF) $\mu(X_T | Y_T)$ and a remainder function (RF) $h(X_T, Y_T)$ such that the equation

$$f(Y_T, X_T | \theta) = h(X_T, Y_T) \mu(X_T | Y_T)$$

(12)

holds. The expected value of the RF $h(X_T, Y_T)$ evaluated over the distribution defined by the IF $\mu(X_T | Y_T)$ is given by

$$E_\mu[h(X_T, Y_T)] = \int h(X_T, Y_T) \mu(X_T | Y_T) dX_T$$

(13)

$$= \int f(Y_T, X_T | \theta) dX_T = f(Y_T | \theta).$$

Since according to Equation (13) the integral $f(Y_T | \theta)$ can be expressed as the expectation $E_\mu[h(X_T, Y_T)]$ a natural estimator for $f(Y_T | \theta)$ is the following sample average:

$$\hat{f}_N(Y_T | \theta) = \frac{1}{N} \sum_{n=1}^{N} h(X_{T,n}, Y_T),$$

(14)

where $\{X_{T,n}\}_{n=1}^{N}$ with $X_{T,n} = \{x_{t,n}\}_{t=1}^{T}$ represents a simulated random sample of size $N$ drawn from the probability distribution $\mu(X_T | Y_T)$. To obtain the SML estimator of the parameter vector, $f(Y_T | \theta)$ in Equation (11) is replaced by its estimate (14). The precision of the MC estimate of the integral and therefore of the unknown parameter vector can be arbitrarily increased by raising the simulation sample size $N$.

A natural factorization of the joint density $f(Y_T, X_T | \theta)$ for the two-component bivariate mixture models, according to the conditions (12) and (13), can be obtained as follows:

$$f(Y_T, X_T | \theta) = f(Y_T | X_T) f(X_T)$$

(15)

with $f(Y_T | X_T) = \prod_{t=1}^{T} f(y_t | x_t)$ and $f(X_T) = \prod_{t=1}^{T} f(x_t | x_{t-1})$, where $f(y_t | x_t)$ represents the joint density of the return and volume $y_t = (r_t, u_t)$ in period $t$ conditional on the values of the mixing variables $x_t = (\lambda_{1,t}, \lambda_{2,t})$. Since conditional on $x_t$, the random variables $r_t$ and $v_t$ are assumed to be independent, $f(y_t | x_t)$ can be factorized into the product of two normal distributions: $f(y_t | x_t) = f(r_t | x_t)f(v_t | x_t)$. $f(x_t | x_{t-1})$ is the conditional joint distribution of the mixing variables given their past observations which according to (6)
and (9) is a bivariate Gaussian distribution. Since the elements of \( x_t, \lambda_{1,t} \) and \( \lambda_{2,t} \) are assumed to be stochastically independent \( f(x_t \mid x_{t-1}) \) is given by \( f(\lambda_{1,t} \mid \lambda_{1,t-1}) f(\lambda_{2,t} \mid \lambda_{2,t-1}) \). So one can define the following initial IF and corresponding RF which preserve the conditions (12) and (13):

\[
\mu_0(X_T \mid Y_T) = \prod_{t=1}^{T} f(x_t \mid x_{t-1})
\]

\[
h_0(X_T, Y_T) = \prod_{t=1}^{T} f(y_t \mid x_t).
\]

These initial remainder and importance functions can be used according to Equation (14) to construct a naive MC-estimate of the marginal distribution \( f(Y_T \mid \theta) \) for a given value of the parameter vector \( \theta \). Therefore, a simulated sample \( \{X_T,0,n\}_{n=1}^{N} \) is drawn from the initial IF \( \mu_0 \) where each \( X_T,0,n \) is given by the matrix \( \{(\lambda_{1,t,0,n}, \lambda_{2,t,0,n})\}_{t=1}^{T} \). Then, the remainder function is evaluated for every \( X_T,0,n \) and the resulting arithmetic mean of \( \{h_0(X_T,0,n, Y_T)\}_{n=1}^{N} \) serves according to Equation (14) as a naive MC-estimate of \( f(Y_T \mid \theta) \).

As shown by Danielsson and Richard (1993) natural factorizations in an IF and a RF such as that given in Equations (16) and (17) are inefficient in the sense that the resulting MC sampling variance of the estimator for the integral increases dramatically with the dimension of the integral. To eliminate this inefficiency Danielsson and Richard (1993) proposed an acceleration method, called Accelerated Gaussian Importance Sampling (AGIS). This AGIS method searches for an IF which minimizes the MC sampling variance of the corresponding RF given by

\[
\text{Var}_\mu[h(X_T, Y_T)] = \int_\Delta \left[ \frac{f(Y_T, X_T \mid \theta)}{\mu(X_T \mid Y_T)} - f(Y_T \mid \theta) \right]^2 \mu(X_T \mid Y_T) dX_T,
\]

while preserving the conditions (12) and (13). Because this minimizing problem has no analytical solution the AGIS method is based on numerical and iterative procedures\(^2\). The experiences of Danielsson and Richard (1993), Danielsson (1994) and Liesenfeld (1997) showed that the reduction of the MC sampling variance which is reached by the AGIS algorithm is so significant that it can be regarded as sufficient.

3.2. Monte-Carlo estimation of the volatility

One important use of models for the stochastic behavior of return volatility is to infer about values of the volatility. For example, option-pricing applications often require an estimate of the volatility. Let \( \sigma_t \) denote the return volatility which is given in the two-component mixture

\(^2\)For the description and the implementation of the AGIS algorithm, see the Appendix.
models by $\sigma_t = \exp\{0.5(\lambda_{1,t} + \lambda_{2,t})\}$. As an estimate for the unobservable volatility $\sigma_t$ one can use $\mathbb{E}(\sigma_t \mid Y_T, \delta_{SML})$ which is the conditional mean of $\sigma_t$ given the whole data matrix $Y_T = \{r_t, u_t\}_{t=1}^T$ and the SML estimates of the parameter vector. The conditional mean $\mathbb{E}(\sigma_t \mid Y_T, \theta)$ is defined as

$$
\mathbb{E}(\sigma_t \mid Y_T, \theta) = \int_{\mathbb{R}^2} e^{\frac{1}{2} (\lambda_{1,t} + \lambda_{2,t})} f(x_t \mid Y_T, \theta) dx_t,
$$

where $f(x_t \mid Y_T, \theta)$ is the conditional joint distribution of $x_t = (\lambda_{1,t}, \lambda_{2,t})'$ given $Y_T$. This distribution can be expressed as

$$
f(x_t \mid Y_T, \theta) = \int_{\mathbb{R}^{(T-1)}} f(X_T \mid Y_T, \theta) dX_T^{-},
$$

where $X_T^-$ denotes $X_T = \{x'_v\}_{v=1}^T$ without the $t$th element. Using the fact that $f(X_T \mid Y_T) = f(Y_T, X_T)/f(Y_T)$, the conditional distribution (20) can be transformed as follows:

$$
f(x_t \mid Y_T, \theta) = \frac{1}{f(Y_T \mid \theta)} \int_{\mathbb{R}^{(T-1)}} f(Y_T, X_T \mid \theta) dX_T^-.
$$

Substituting Equation (21) into (19) the conditional mean can be expressed by:

$$
\mathbb{E}(\sigma_t \mid Y_T, \theta) = \frac{\int_{\mathbb{R}^{2T}} e^{\frac{1}{2} (\lambda_{1,t} + \lambda_{2,t})} f(Y_T, X_T \mid \theta) dX_T}{\int_{\mathbb{R}^{2T}} f(Y_T, X_T \mid \theta) dX_T}.
$$

The integral in the denominator of Equation (22) corresponds to the likelihood function (10) and the integral in the numerator has the same form as the likelihood function. Hence, to evaluate $\mathbb{E}(\sigma_t \mid Y_T, \theta)$ at the SML estimate of $\theta$, one can use the AGIS algorithm. Therefore, the joint density $f(Y_T, X_T \mid \theta)$ in Equation (22) is factorized according to (12) and (13) in an IF and a RF such that

$$
\mathbb{E}(\sigma_t \mid Y_T, \theta) = \frac{\mathbb{E}_\mu[e^{\frac{1}{2} (\lambda_{1,t} + \lambda_{2,t})} h(X_T, Y_T)]}{\mathbb{E}_\mu[h(X_T, Y_T)]}.
$$

The expected values are estimated by the corresponding sample means where the factorisation in an IF and a RF is determined by the AGIS algorithm. In the same fashion as the overall volatility $\sigma_t$ one can estimate the individual components of $\sigma_t$ given by $\sigma_{1,t} = \exp\{0.5\lambda_{1,t}\}$ and $\sigma_{1,t} = \exp\{0.5\lambda_{1,t}\}$ with $\sigma_t = \sigma_{1,t} \cdot \sigma_{2,t}$. Note, that this approach of estimating the volatility contains two sources of errors: The MC sampling error and the parameter estimation error. However, by selecting a large MC simulation size the MC sampling error can be made arbitrarily small.
4. Empirical results

4.1. Data

The empirical results are based on a dataset consisting of daily closing prices and daily number of shares traded for the four major German stocks listed in the DAX: Siemens (SIE), Daimler-Benz (DAI), Volkswagen (VOW), and Deutsche Bank (DBK). The data were obtained from the Karlsruher Kapitalmarktdatenbank (KKMDB) and are adjusted for effects of dividends and capital changes. The sample period starts on January 2, 1990 and ends on May 31, 1994 which gives a sample size of roughly 1100. The daily closing prices \( p_t \) are transformed to returns measured in continuously compounded rates: \( r_t = 100 \cdot \ln(p_t/p_{t-1}) \). In order to make the volume series stationary, the volume data are adjusted by an exponential time trend which is estimated by regressing \( \ln(v_t) \) on a constant and on time \( t = 1, \ldots, T \). The exponential function of the residuals of this regression are then linearly transformed in such a way that the raw data and the detrended data have the same mean and variance. For all the following results, the detrended volume series is multiplied by \( 10^{-6} \).

The summary statistics of the data are summarized in Table 1. As can be seen from Table 1 the returns are not normal. The excess kurtosis exceeds the value of zero which would be expected for a normally distributed variable. The Ljung-Box statistics for the squared returns including 20 lags \( LB_{r^2}(20) \) demonstrate that the squared returns exhibit a significant autocorrelation. Furthermore, the Ljung-Box statistics \( LB_v(20) \) shows that there is also a high autocorrelation in trading volume. Finally, there is a significant positive contemporaneous correlation between the return volatility and trading volume. As a descriptive measure the correlation coefficient between the squared returns and trading volume \( \rho_{r^2,v} \) is calculated. Its significance is tested using Fisher's Z-test. All these facts are consistent with the bivariate mixture models.

In order to characterize the behavior of the return volatility the univariate SV model which is given by \( r_t | \lambda_t \sim N(\mu_t, \sigma_t) \) with \( \lambda_t | \lambda_{t-1} \sim N(\gamma + \delta \lambda_{t-1}, \nu^2) \) is estimated with SML. The SML estimation is carried out by using a simulation sample size of \( N = 30 \) and five iterations for the AGIS algorithm. The results which are summarized in Table 2 reveal that the estimates of the persistence parameter \( \delta \) are always highly significant and lie between 0.91 and 0.96. This indicates that volatility shocks exhibit a high persistence which is a typical result for financial return data.

\(^3\)The database used here is exactly the same as in Liesenfeld (1997).

\(^4\)For a detailed description of the predictions of bivariate mixture models see Harris (1987).
4.3. SML Results for the standard bivariate mixture model

The SML results of the standard bivariate mixture model (1)-(3) with one dynamic information arrival process are given in Table 3 and raise the following remarks. In order to assess the precision of the SML estimates for the standard bivariate mixture model which is estimated with \( N = 30 \) and five AGIS iterations, estimates of the MC sampling standard errors of the maximized log-likelihoods (MC Std.err of log-lik.) are calculated. These standard errors are computed by estimating a hundred times the likelihood for given SML estimates of the parameters and calculating the standard deviations of the logarithm of these likelihood estimates. Since these estimates vary from 0.0018\% (VOW) to 0.0035\% (DBK) relative to the corresponding log likelihood values the SML estimates seem to be very precise. Furthermore, all important parameters such as \( \delta \) which measures the persistence of volatility, and \( \nu \) which captures the variation of the logarithm of the information process are highly significant. However, even if the persistence parameter \( \delta \) is highly significant for all stocks, the estimates which lie between 0.66 (VOW) and 0.70 (DBK) are significantly smaller in all cases than those obtained for the univariate SV model in Table 2. These significant differences in the estimates of the parameter which measures the volatility persistence resulting from the univariate SV model and the bivariate model which includes trading volume cast doubt on the adequacy of the standard bivariate mixture model. If this bivariate model were correctly specified, then the estimator of \( \delta \) would be consistent in the univariate model as well as in the bivariate setting, and one would expect that the estimates of \( \delta \) resulting from the univariate and the bivariate specification are of the same order of magnitude. However, the significant reduction in the estimates of \( \delta \) if trading volume is incorporated indicates that the standard mixture model with one information process fails to account adequately for the high persistence of volatility shocks.

4.4. SML Results for the two-component bivariate mixture models

Table 4 presents the SML estimates of the two-component bivariate mixture specification (4)-(6) with two independent information arrival processes \( \lambda_{1,t} \) and \( \lambda_{2,t} \) where \( \lambda_{1,t} \) directs volatility as well as volume and \( \lambda_{2,t} \) has an impact on volatility only. The MC standard errors of the log-likelihood for the two-component model which vary between 0.0078\% (SIE) and 0.010\% (DBK) relative to the log-likelihood values can be regarded as sufficiently small, even if they are higher than those obtained for the one-component model in Table 3. Of special interest are the estimation results concerning the parameters \( \delta_2 \) and \( \nu_2 \) which characterize the stochastic behavior.
of the additional information process $\lambda_{2,t}$, which is a further possible source of persistence in addition to the persistence captured by the common mixing variable $\lambda_{1,t}$. As indicated by the small standard errors relative to the values of the parameter estimates, $\delta_2$ and $\nu_2$ are significantly greater than zero at the 1% significance level for all stocks. This is further validated by the likelihood-ratio-statistic $LR_{\delta_2=\nu_2=0}$ of the hypotheses $H_0 : \delta_2 = \nu_2 = 0$ which under $H_0$ is asymptotically $\chi^2$-distributed. The values of $LR_{\delta_2=\nu_2=0}$ vary between 132.8 (VOW) and 219.4 (SIE) showing a significance at any conventional level. These results reveal that the specification of the standard bivariate mixture model with one information arrival process as the only source of volatility persistence is rejected against a specification which allows for an additional source of persistence. This finding is consistent with the result of Liesenfeld (1996), which shows that in bivariate mixture models with one dynamic information process the lagged absolute return residuals contain a significant explanatory power concerning the contemporaneous volatility.

The comparison of $\delta_1$ with $\delta_2$ and $\nu_1$ with $\nu_2$ in the two-component bivariate model shows that for all stocks the inequalities $\delta_2 > \delta_1$ and $\nu_2 < \nu_1$ hold. This implies that the component $\lambda_{1,t}$ which loads on volatility and volume captures the short-run movements of volatility, while $\lambda_{2,t}$ affecting volatility only, captures the long-run dynamics. For example, in the case of DAI, shocks of the process $\lambda_{1,t}$ exhibit a large immediate effect on volatility given by $\nu_1 = 0.351$, whereas the effect of these shocks dies out fast at a rate of $\delta_1 = 0.647$. In contrast, shocks of $\lambda_{2,t}$ have a small immediate effect given by $\nu_2 = 0.162$ while the effect decays very slowly at a rate of $\delta_2 = 0.975$. The same qualitative characteristics concerning the dynamics of the two components are given for the remaining three stocks in our sample. These findings are consistent with those of Engle and Lee (1993), Ding and Granger (1996), and Andersen and Bollerslev (1996) which also provide evidence for the existence of long-run and short-run volatility components using univariate volatility specifications. However, the result that the information process which affects volatility and volume captures the short-run component of volatility, while the information process that loads solely on volatility determines the long-run component, indicates that the series of trading volume at least provides information about the factor which generates the short-run dynamics in the volatility process of the returns.

In order to investigate the information content of volume concerning the long-run component of volatility, the extended two-component specification (7)-(9) is estimated. In contrast to the two-component model (4)-(6), in this specification the second information process $\lambda_{2,t}$ which turned out to capture the long-run movements of volatility is also allowed to direct the trading volume. The relative importance of $\lambda_{1,t}$ and $\lambda_{2,t}$ for volume is measured by the weights $1 - w$
and \( w \) respectively, where for \( w = 0 \) the effect of \( \lambda_{2,t} \) on volume is nil and the extended two-component model is identical to the two-component specification (4)-(6). The SML results for the extended two-component model which are summarized in Table 5 raise the following comments. The SML-estimates of the weighting parameter \( w \) are small and vary between 0.013 (VOW) and 0.128 (DBK) while the remaining parameters are nearly unchanged compared to the two-component specification (4)-(6) in Table 3. The likelihood-ratio-statistic \( LR_{w=0} \) of the hypotheses \( H_0 : w = 0 \) which under the Null is asymptotically \( \chi^2 \)-distributed indicates that \( w \) is only significantly greater than zero at the 1%-level for DAI and DBK. Thus, the effect of the long-run component \( \lambda_{2,t} \) on volume which is rather small relative to the effect of the short-run component \( \lambda_{1,t} \) is statistically significant only in the case of DAI and DBK. Hence one can conclude that trading volume first of all provides information concerning the short-run or transitory component of the return volatility and contains, if at all, only little information about the long-run or persistent component of volatility.

Figure 1 shows the MC estimates of the overall volatility \( \hat{\sigma}_t = E(\sigma_t | Y_T, \hat{\theta}_{SML}) \) together with the MC estimates of the individual components \( \hat{\sigma}_{1,t} = E(\sigma_{1,t} | Y_T, \hat{\theta}_{SML}) \) and \( \hat{\sigma}_{2,t} = E(\sigma_{2,t} | Y_T, \hat{\theta}_{SML}) \) resulting from the extended two-component mixture model for the DAI stock. These estimates are calculated using a simulation sample size of \( N = 30 \) and five AGIS-iterations. It can be seen that the estimated long-run component \( \sigma_{2,t} \) of the overall volatility \( \sigma_t = \sigma_{1,t} \cdot \sigma_{2,t} \) exhibits very smooth movements while the estimated short-run component \( \sigma_{1,t} \) shows rather erratic fluctuations.

In order to get further insight into the two information processes and the individual components of the overall volatility one can analyze the contemporaneous correlations of the estimated overall volatility \( \sigma_t \) and its components \( \sigma_{1,t} \) and \( \sigma_{2,t} \) across the individual stocks. These correlations of the estimated volatility resulting from the extended two-component mixture model are presented in Table 6. It turns out that the overall volatilities \( \sigma_j^2, j = \text{SIE}, \text{DAI}, \text{VOW}, \text{DBK} \) for all pairs of stocks are highly correlated with correlation coefficients varying between 0.64 (VOW-DBK) and 0.84 (SIE-DBK). These high correlations are consistent with findings of studies analyzing the co-movements in volatility and which show that there is a lot of communality in volatility changes across stocks, see for example Schwert (1989). Furthermore, it can be seen from Table 6 that for all pairs of stocks the correlations of the long-run components \( \sigma_{2,t}^j \) which lie in the range of 0.78 (VOW-DBK) and 0.95 (SIE-DBK) are significantly higher than the corresponding correlations of the overall volatilities \( \sigma_j^2 \). In contrast, the correlations of the short-run components \( \sigma_{1,t}^j \) are smaller in all cases than those of the overall volatility. Hence,
the communality in volatility changes across stocks seems to be mainly due to the co-movement in the long-run and persistent volatility component. However, the result that the correlations of the volatility components which are directed by the high persistent information process $\lambda_{2,t}$ are considerably higher than the correlations of the components driven by the low persistent information process $\lambda_{1,t}$ suggests the following interpretation. The high persistent information process mainly consists of information which is relevant for the whole market, while the low persistent information process primarily reflects firm specific information.

5. Summary and conclusion

This paper analyzes the information content of daily trading volume concerning the behavior of the volatility of daily stock returns using bivariate mixture models. According to the standard mixture model of Tauchen and Pitts (1983) in which the latent arrival process of price relevant information determines the joint behavior of volatility and trading volume, a serial correlation of the information arrival process may be the source of the observed persistence in the return volatility. However, since recent empirical evidence revealed that an autocorrelation in this information arrival process fails to capture all of the observed volatility persistence, the standard mixture model with one information process is generalized. In a first specification, a second additional information process that loads on volatility only is included as a further source of volatility persistence, in addition to the persistence captured by the information process which loads on volatility and volume (two-component mixture model). In a second specification both information processes are allowed to direct volatility as well as volume (extended two-component mixture model). These two-component mixture specifications in which both information processes are endowed with their own dynamic behavior are consistent with the univariate long memory models for the volatility which decompose the overall volatility in long-run and short-run components. In addition to that, these two-component mixture specifications makes it possible to analyze the information content of trading volume with respect to the long-run and short-run movements in the volatility. Since the latent information processes are assumed to be autocorrelated, the likelihood functions of the mixture models are given by high dimensional integrals which makes the estimation by maximum likelihood infeasible. Hence, to estimate the mixture models a simulated maximum likelihood (SML) approach developed by Danielsson and Richard (1993) is used.

The estimation results using daily data of the four major German stocks can be summarized
as follows. First, the standard bivariate mixture model with one dynamic information process is clearly rejected against the two-component mixture models which allow for two types of information processes. Second, using these two-component mixture models, it is possible to identify a high-persistent and a low-persistent information process which direct the volatility of the returns. Furthermore, it turns out that the effect of the high-persistent information process on trading volume is very small relative to the effect of the low-persistent information process. These results reveal that volume provides information mainly about the short-run or transitory components of the volatility process and contains if at all only little information about the long-run or permanent components. Finally, the analysis of the contemporaneous correlations of the estimated series of the volatility components across the four stocks shows that the long-run volatility components exhibit significantly higher correlations than the short-run components. This indicates that the low-persistent information process mainly consists of firm specific information while the high-persistent process mainly reflects market information.
APPENDIX

The accelerated gaussian importance sampler (AGIS)

For a given value of $\theta$ the AGIS method uses a numerical and iterative procedure to solve the minimizing problem:

$$\min_{\mu} \text{Var}_{\mu}[h(X_T, Y_T)]$$

subject to the constraints

$$f(Y_T, X_T | \theta) = h(X_T, Y_T)\mu(X_T | Y_T) \quad \text{and} \quad E_\mu[h(X_T, Y_T)] = f(Y_T | \theta),$$

where $\text{Var}_{\mu}[h(X_T, Y_T)]$ is given by Equation (18). Therefore, a variance reduction function $\xi(X_T, Q)$ is defined where $Q$ is a matrix of parameters to be determined. This variance reduction function is used to construct a new pair of a RF and an IF by transforming the initial pair of functions (16) and (17) as follows:

$$\mu(X_T | Y_T) = [\mu_0(X_T | Y_T)\xi(X_T, Q)]/\kappa(Q)$$

(A.2)

$$h(X_T, Y_T) = [h_0(X_T, Y_T)\kappa(Q)]/\xi(X_T, Q).$$

(A.3)

$\kappa(Q)$ represents the integration constant which ensures that the new IF is a proper probability function and is given by:

$$\kappa(Q) = \int_{\Delta} \mu_0(X_T | Y_T)\xi(X_T, Q) \, dX_T.$$  

(A.4)

The transformations (A.2) and (A.3) retain the constraints of the minimizing problem given above while changing the variance of the RF. For the variance reduction function the AGIS method uses a product of $T$ exponential quadratic functions:

$$\xi(X_T, Q) = \prod_{t=1}^{T} \xi(x_t, Q_t$$

(A.5)

with $\xi(x_t, Q_t) = \exp\{-\frac{1}{2}\eta_t Q_t \eta_t\}$ and $\eta_t = (x'_t, x'_{t-1}, 1)$.

Even if this choice for $\xi(X_T, Q)$ is dictated by analytical and computational reasons, it can be shown that it works exceptionally well, see Danielsson and Richard (1993).

To determine $Q = \{Q_t\}_{t=1}^{T}$, which is a sequence of $(5 \times 5)$ matrixes, an iterative estimation procedure with $k$ steps is applied. Starting with the IF $\mu_0$, an initial simulated sample $\{X_{T,0,n}\}_{n=1}^{N}$ is drawn and used to run an auxiliary regression for every time period $t = 1, ..., T$ in which
\[ \ln h_0(x_{t,0,n}) \text{ is regressed on a constant, the components of } x_{t,0,n}, \text{ and the squares and the crossproducts of the elements of } x_{t,0,n}. \text{ Hence, for the two-component mixture models with } x_{t,0,n} = (\lambda_{1,t,0,n}, \lambda_{2,t,0,n})' \text{ the auxiliary regression is:} \]

\[ \ln h_0(x_{t,0,n}) = d_{1,t} + d_{2,t} \lambda_{1,t,0,n} + d_{3,t} \lambda_{2,t,0,n} + d_{4,t} \lambda_{1,t,0,n}^2 + d_{5,t} \lambda_{2,t,0,n}^2 + d_{6,t} \lambda_{1,t,0,n} \lambda_{2,t,0,n} + \text{residual}, \quad n = 1, ..., N. \quad (A.6) \]

The OLS-estimates of the coefficients \( d_{l,t} \) are used to construct for every \( t \) the matrix

\[ Q_{1,t} = \begin{pmatrix} -2\hat{d}_{4,t} & -\hat{d}_{6,t} & 0 & 0 & -\hat{d}_{2,t} \\ -\hat{d}_{6,t} & -2\hat{d}_{3,t} & 0 & 0 & -\hat{d}_{3,t} \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ -\hat{d}_{2,t} & -\hat{d}_{3,t} & 0 & 0 & -2\hat{d}_{1,t} \end{pmatrix}, \quad t = 1, ..., T. \quad (A.7) \]

With \( Q_1 = \{Q_{1,t}\}_{t=1}^{T} \), a first new IF is given by \( \mu_1(X_T | Y_T) = \mu_0(X_T | Y_T) \xi(X_T, \hat{Q}_1)/\kappa(\hat{Q}_1) \). A second step IF \( \mu_2(X_T | Y_T) \) is constructed in the same fashion by drawing a random sample from \( \mu_1(X_T | Y_T) \) and regressing \( \ln h_0(x_{t,1,n}) \) on a constant, the components of \( x_{t,1,n} \), and the squares and the crossproducts of the elements of \( x_{t,1,n} \). With the resulting sequence of matrices \( \hat{Q}_2 \) the sampler \( \mu_2(X_T | Y_T) \) is determined. This procedure is repeated until \( \hat{Q}_k \) is sufficiently close to the matrices \( \hat{Q}_{k-1} \). Danielsson and Richard (1993) showed that the convergence is reached very quickly, typically after less than 5 iterations. The implementation of this iterative procedure of the AGIS algorithm implies the following steps:

**Step (0): Initial Sampler**

(i) Simulate a set of \( N \) independent random vectors \( \{U_n\}_{n=1}^{N} \), each of which is drawn from a standardized multivariate normal distribution. These simulated random variables are used in all steps of the AGIS algorithm and constitute the so-called common random numbers.

(ii) Use these common random numbers to generate a first set of \( \{X_{T,0,n}\}_{n=1}^{N} \) according to the initial sampling function given in Equation (16), where the values of the elements of \( x_t = (\lambda_{1,t}, \lambda_{2,t})' \) in time period \( t = 0 \) are set equal to zero.

(iii) The initial sampling function is the product of conditional bivariate normal densities:

\[ \mu_0(X_T | Y_T) = \prod_{t=1}^{T} \mu_{0,t}(x_t | x_{t-1}) \equiv \prod_{t=1}^{T} f(x_t | x_{t-1}). \quad (A.8) \]
Defining the vectors $\eta_i = (\lambda_{1,t}, \lambda_{2,t}, \lambda_{1,t-1}, \lambda_{2,t-1}, 1)$ and $z'_i = (\lambda_{1,t-1}, \lambda_{2,t-1}, 1)$, the individual components of the initial sampler are written as:

$$
\mu_{0,t}(x_t \mid x_{t-1}) = c_{0,t}(z_t) \exp\left\{ -\frac{\eta_i'M_0,t\eta_t}{2} \right\},
$$

(A.9)

where

$$
M_{0,t} = \begin{pmatrix}
H_{0,t} & H_{0,t}B_{0,t} \\
B'_{0,t}H_{0,t} & D_{0,t} + B'_{0,t}H_{0,t}B_{0,t}
\end{pmatrix},
$$

$$
c_{0,t}(z_t) = \frac{1}{2\pi} \sqrt{\det(H_{0,t})} \exp\left\{ \frac{z'_i'D_{0,t}z_t}{2} \right\}.
$$

With $E_0(x_t \mid x_{t-1}) = -B_{0,t}z_t$ and $\text{Var}_0(x_t \mid x_{t-1}) = H_{0,t}^{-1}$ as the sequential, conditional means and covariance matrices of the initial sampler, which is characterized by the parameters given in Equations (6) and (9), the following matrices are identified:

$$
M_{0,t} = \begin{pmatrix}
\frac{1}{\nu_1} & 0 & -\frac{\delta_1}{\nu_1} & 0 & -\frac{\gamma_1}{\nu_1} \\
0 & \frac{1}{\nu_2} & 0 & -\frac{\delta_2}{\nu_2} & 0 \\
-\frac{\delta_1}{\nu_1^2} & 0 & \frac{\delta_1^2}{\nu_1^2} & 0 & \frac{\delta_1\gamma_1}{\nu_1^2} \\
0 & -\frac{\delta_2}{\nu_2^2} & 0 & \frac{\delta_2^2}{\nu_2^2} & 0 \\
-\frac{\gamma_1}{\nu_1} & 0 & \frac{\delta_1\gamma_1}{\nu_1} & 0 & \frac{\gamma_1^2}{\nu_1^2}
\end{pmatrix}, \\
D_{0,t} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
$$

$$
B_{0,t} = \begin{pmatrix}
-\delta_1 & 0 & -\gamma_1 \\
0 & -\delta_2 & 0
\end{pmatrix}, \\
H_{0,t} = \begin{pmatrix}
\frac{1}{\nu_1} & 0 \\
0 & \frac{1}{\nu_2^2}
\end{pmatrix}.
$$

Step (k): kth step AGIS Sampler and kth step AGIS estimate.

(i) Use the set of simulated random vectors of the previous step $k-1$: $\{X_{T,k-1,n}\}_{n=1}^N$ to run the auxiliary regressions described in Equation (A.6) and calculate the matrices $\tilde{Q}_k = \{\tilde{Q}_{k,t}\}_{t=1}^T$ according to (A.7).

(ii) In the same fashion as for the initial sampler the kth step AGIS sampler can be expressed as:

$$
\mu_k(X_T \mid Y_T) = \prod_{t=1}^T \mu_{k,t}(x_t \mid x_{t-1}),
$$

(A.10)

where its components are given by:

$$
\mu_{k,t}(x_t \mid x_{t-1}) = c_{k,t}(z_t) \exp\left\{ -\frac{\eta_i'M_{k,t}\eta_t}{2} \right\},
$$

(A.11)
with:

\[ M_{k,t} = \begin{pmatrix} H_{k,t} & H_{k,t}B_{k,t} \\ B_{k,t}H_{k,t} & D_{k,t} + B_{k,t}H_{k,t}B_{k,t} \end{pmatrix}, \]

\[ c_{k,t}(z_t) = \frac{1}{\sqrt{2\pi}} \sqrt{\det(H_{k,t})} \exp\left\{ \frac{z_t^tD_{k,t}z_t}{2} \right\}. \]

The sequential conditional moments of the \( k \)th step AGIS sampler are \( E_k(x_t | x_{t-1}) = -B_{k,t}z_t \) and \( \text{Var}_k(x_t | x_{t-1}) = H_{k,t}^{-1} \). Defining the selection matrix

\[ S_t = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad t = 2, ..., T + 1, \] (A.12)

the matrices \( \{M_{k,t}\}_{t=1}^{T} \) are calculated by backward recursion, beginning in \( t = T \) and ending with \( t = 1 \):

\[ M_{k,t} = M_{0,t} + \hat{Q}_{k,t} + S_{t+1} P_{k,t+1} S_{t+1}, \quad t = 1, ..., T, \] (A.13)

where:

\[ P_{k,t+1} = \begin{cases} D_{k,t+1} - D_{0,t+1} & \text{if } t = 1, ..., T - 1 \\ 0 & \text{if } t = T \end{cases} \]

Once the matrices \( \{M_{k,t}\}_{t=1}^{T} \) have been calculated the sequential, conditional moments of the \( k \)th step AGIS sampler are determined and used to generate a new set of random vectors \( \{X_{T,k,n}\}_{n=1}^{N} \).

(iii) The \( k \)th step AGIS estimate of \( f(Y_T | \theta) \) is calculated as follows:

\[ \hat{f}_{N,k}(Y_T | \theta) = \frac{1}{N} \sum_{n=1}^{N} h_0(X_{T,k,n}, Y_T) \frac{\kappa(\hat{Q}_k)}{\xi(X_{T,k,n}, \hat{Q}_k)}, \] (A.14)

where the integration constant is given with:

\[ \kappa(\hat{Q}_k) = \prod_{t=1}^{T} \sqrt{\frac{\det(H_{0,t})}{\det(H_{k,t})}} \exp\left\{ -\frac{z_t^tP_{k,t}z_t}{2} \right\}. \] (A.15)
References


Andersen, T.G. and T. Bollerslev, 1996, Heterogeneous Information Arrivals and Return Volatility Dynamics: Uncovering the Long-run in High Frequency Returns, NBER working paper 5752.


Table 1
Statistical properties of the returns and the detrended volume data

<table>
<thead>
<tr>
<th></th>
<th>SIE</th>
<th>DAI</th>
<th>VOW</th>
<th>DBK</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Price changes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.004</td>
<td>0.005</td>
<td>-0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.198</td>
<td>1.531</td>
<td>1.798</td>
<td>1.245</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.024</td>
<td>-0.026</td>
<td>-0.084</td>
<td>-0.444</td>
</tr>
<tr>
<td>Excess kurtosis</td>
<td>7.587</td>
<td>4.243</td>
<td>5.394</td>
<td>6.541</td>
</tr>
<tr>
<td>$LB_{r^2}(20)$</td>
<td>102.93</td>
<td>278.21</td>
<td>42.29</td>
<td>97.72</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.003)</td>
<td>(0.000)</td>
</tr>
<tr>
<td><strong>Trading volume</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.694</td>
<td>0.685</td>
<td>0.662</td>
<td>0.642</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.298</td>
<td>0.314</td>
<td>0.326</td>
<td>0.324</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.962</td>
<td>1.116</td>
<td>1.333</td>
<td>2.045</td>
</tr>
<tr>
<td>Excess kurtosis</td>
<td>9.260</td>
<td>3.227</td>
<td>3.079</td>
<td>7.665</td>
</tr>
<tr>
<td>$LB_{v}(20)$</td>
<td>637.61</td>
<td>667.27</td>
<td>829.29</td>
<td>620.27</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>$\rho_{r^2,v}$</td>
<td>0.188</td>
<td>0.264</td>
<td>0.212</td>
<td>0.222</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

a Sample size is 1095 for SIE, DAI, VOW and 1096 for DBK.
b Marginal significance levels are in parentheses.

Table 2
SML estimates of the univariate SV model; $N = 30$, AGIS iterations = 5

<table>
<thead>
<tr>
<th></th>
<th>SIE</th>
<th>DAI</th>
<th>VOW</th>
<th>DBK</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Log-likelihood</strong></td>
<td>-1612.9</td>
<td>-1877.5</td>
<td>-2117.9</td>
<td>-1641.7</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>-0.001</td>
<td>0.021</td>
<td>0.084</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(0.008)$^a$</td>
<td>(0.010)</td>
<td>(0.026)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.953</td>
<td>0.954</td>
<td>0.906</td>
<td>0.963</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.014)</td>
<td>(0.029)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.249</td>
<td>0.272</td>
<td>0.303</td>
<td>0.241</td>
</tr>
<tr>
<td></td>
<td>(0.041)</td>
<td>(0.039)</td>
<td>(0.049)</td>
<td>(0.036)</td>
</tr>
</tbody>
</table>

a Standard errors are given in parentheses.
Table 3
SML estimates of the standard bivariate mixture model; $N = 30$, AGIS iterations = 5

<table>
<thead>
<tr>
<th></th>
<th>SIE</th>
<th>DAI</th>
<th>VOW</th>
<th>DBK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood</td>
<td>-1535.39</td>
<td>-1918.30</td>
<td>-2061.14</td>
<td>-1529.36</td>
</tr>
<tr>
<td>MC Std.err of log-lik.</td>
<td>0.048</td>
<td>0.040</td>
<td>0.038</td>
<td>0.053</td>
</tr>
</tbody>
</table>

$\mu_r$, $c$, $\mu_v$, $\sigma_v$, $\gamma$, $\delta$, $\nu$

<table>
<thead>
<tr>
<th></th>
<th>SIE</th>
<th>DAI</th>
<th>VOW</th>
<th>DBK</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_r$</td>
<td>-0.060</td>
<td>-0.069</td>
<td>-0.107</td>
<td>-0.047</td>
</tr>
<tr>
<td>(0.026)$^a$</td>
<td>(0.024)</td>
<td>(0.021)</td>
<td>(0.026)</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>0.162</td>
<td>0.040</td>
<td>0.076</td>
<td>0.137</td>
</tr>
<tr>
<td>(0.027)</td>
<td>(0.026)</td>
<td>(0.030)</td>
<td>(0.020)</td>
<td></td>
</tr>
<tr>
<td>$\mu_v$</td>
<td>0.403</td>
<td>0.311</td>
<td>0.192</td>
<td>0.365</td>
</tr>
<tr>
<td>(0.028)</td>
<td>(0.019)</td>
<td>(0.013)</td>
<td>(0.022)</td>
<td></td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>0.100</td>
<td>0.079</td>
<td>0.053</td>
<td>0.086</td>
</tr>
<tr>
<td>(0.010)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.049</td>
<td>0.199</td>
<td>0.335</td>
<td>0.048</td>
</tr>
<tr>
<td>(0.019)</td>
<td>(0.027)</td>
<td>(0.036)</td>
<td>(0.020)</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.683</td>
<td>0.680</td>
<td>0.658</td>
<td>0.701</td>
</tr>
<tr>
<td>(0.031)</td>
<td>(0.032)</td>
<td>(0.032)</td>
<td>(0.029)</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.368</td>
<td>0.357</td>
<td>0.405</td>
<td>0.421</td>
</tr>
<tr>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.018)</td>
<td>(0.017)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Standard errors are given in parentheses.

The model is given by: $\tau_t|\lambda_t \sim N(\mu_r, e^{\delta_t})$ and $\nu_t|\lambda_t \sim N(c + \mu_v e^{\delta_t}, \sigma_v^2 e^{\delta_t})$ with $\lambda_t|\lambda_{t-1} \sim N(\gamma + \delta \lambda_{t-1}, \nu^2)$. 
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Table 4
SML estimates of the two-component mixture model; \( N = 30 \), AGIS iterations = 5

<table>
<thead>
<tr>
<th></th>
<th>SIE</th>
<th>DAI</th>
<th>VOW</th>
<th>DBK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood</td>
<td>-1425.71</td>
<td>-1824.07</td>
<td>-1994.75</td>
<td>-1442.88</td>
</tr>
<tr>
<td>MC Std.err of log-lik.</td>
<td>0.114</td>
<td>0.153</td>
<td>0.158</td>
<td>0.151</td>
</tr>
<tr>
<td>( LR_{\delta_2=\nu_2=0} )</td>
<td>219.36</td>
<td>188.46</td>
<td>132.78</td>
<td>176.96</td>
</tr>
<tr>
<td>( \mu_r )</td>
<td>-0.037</td>
<td>-0.041</td>
<td>-0.064</td>
<td>-0.021</td>
</tr>
<tr>
<td>( \sigma_r )</td>
<td>(0.027)a</td>
<td>(0.012)</td>
<td>(0.023)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>0.094</td>
<td>0.000</td>
<td>0.050</td>
<td>0.082</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>(0.036)</td>
<td>(0.000)</td>
<td>(0.030)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>( \mu_v )</td>
<td>0.558</td>
<td>0.422</td>
<td>0.247</td>
<td>0.499</td>
</tr>
<tr>
<td>( \sigma_v )</td>
<td>(0.136)</td>
<td>(0.038)</td>
<td>(0.034)</td>
<td>(0.070)</td>
</tr>
<tr>
<td>( \nu_1 )</td>
<td>0.082</td>
<td>0.074</td>
<td>0.046</td>
<td>0.067</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>(0.020)</td>
<td>(0.008)</td>
<td>(0.011)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>( \nu_2 )</td>
<td>0.094</td>
<td>0.000</td>
<td>0.050</td>
<td>0.082</td>
</tr>
<tr>
<td>( \sigma_v )</td>
<td>(0.036)</td>
<td>(0.000)</td>
<td>(0.030)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>0.094</td>
<td>0.000</td>
<td>0.050</td>
<td>0.082</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>(0.036)</td>
<td>(0.000)</td>
<td>(0.030)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>( \mu_v )</td>
<td>0.558</td>
<td>0.422</td>
<td>0.247</td>
<td>0.499</td>
</tr>
<tr>
<td>( \sigma_v )</td>
<td>(0.136)</td>
<td>(0.038)</td>
<td>(0.034)</td>
<td>(0.070)</td>
</tr>
<tr>
<td>( \nu_1 )</td>
<td>0.082</td>
<td>0.074</td>
<td>0.046</td>
<td>0.067</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>(0.020)</td>
<td>(0.008)</td>
<td>(0.011)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>( \nu_2 )</td>
<td>0.094</td>
<td>0.000</td>
<td>0.050</td>
<td>0.082</td>
</tr>
<tr>
<td>( \sigma_v )</td>
<td>(0.036)</td>
<td>(0.000)</td>
<td>(0.030)</td>
<td>(0.019)</td>
</tr>
</tbody>
</table>

* Standard errors are given in parentheses.

The model is given by: \( r_t | \lambda_{1,t}, \lambda_{2,t} \sim N(\mu_r, e^{\lambda_{1,t}+\lambda_{2,t}}) \) and \( u_t | \lambda_{1,t} \sim N(c + \mu_v e^{\lambda_{1,t}}, \sigma_v^2 e^{\lambda_{1,t}}) \) with \( \lambda_{1,t} | \gamma_1, \nu_1 \sim N(\nu_1 + \delta_1 \lambda_{1,t-1}, \nu_1^2) \) and \( \lambda_{2,t} | \lambda_{2,t-1} \sim N(\delta_2 \lambda_{2,t-1}, \nu_2^2) \), where \( \lambda_{1,t} \) and \( \lambda_{2,t} \) are stochastically independent.
Table 5
SML estimates of the extended two-component mixture model; \( N = 30 \), AGIS iterations = 5

<table>
<thead>
<tr>
<th></th>
<th>SIE</th>
<th>DAI</th>
<th>VOW</th>
<th>DBK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood</td>
<td>-1425.44</td>
<td>-1817.54</td>
<td>-1994.73</td>
<td>-1439.47</td>
</tr>
<tr>
<td>MC Std.err of log-lik.</td>
<td>0.130</td>
<td>0.167</td>
<td>0.151</td>
<td>0.129</td>
</tr>
<tr>
<td>( LR_{w=0} )</td>
<td>0.54</td>
<td>13.06</td>
<td>0.04</td>
<td>6.78</td>
</tr>
<tr>
<td>( \mu_r )</td>
<td>-0.039</td>
<td>-0.054</td>
<td>-0.066</td>
<td>-0.026</td>
</tr>
<tr>
<td></td>
<td>(0.026)*</td>
<td>(0.026)</td>
<td>(0.022)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>0.088</td>
<td>0.000</td>
<td>0.048</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.023)</td>
<td>(0.028)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>( \mu_v )</td>
<td>0.563</td>
<td>0.436</td>
<td>0.251</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.044)</td>
<td>(0.025)</td>
<td>(0.074)</td>
</tr>
<tr>
<td>( \sigma_v )</td>
<td>0.080</td>
<td>0.076</td>
<td>0.046</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.009)</td>
<td>(0.011)</td>
<td>(0.018)</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>-0.009</td>
<td>0.151</td>
<td>0.284</td>
<td>-0.031</td>
</tr>
<tr>
<td></td>
<td>(0.031)</td>
<td>(0.049)</td>
<td>(0.042)</td>
<td>(0.061)</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>0.629</td>
<td>0.633</td>
<td>0.636</td>
<td>0.634</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.027)</td>
<td>(0.029)</td>
<td>(0.034)</td>
</tr>
<tr>
<td>( \nu_1 )</td>
<td>0.363</td>
<td>0.399</td>
<td>0.406</td>
<td>0.439</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.018)</td>
<td>(0.020)</td>
<td>(0.022)</td>
</tr>
<tr>
<td>( \nu_2 )</td>
<td>0.982</td>
<td>0.976</td>
<td>0.968</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.010)</td>
<td>(0.011)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>( w )</td>
<td>0.030</td>
<td>0.128</td>
<td>0.013</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.030)</td>
<td>(0.015)</td>
<td>(0.034)</td>
</tr>
</tbody>
</table>

\(^a\) Standard errors are given in parentheses.

The model is given by: \( r_t|\lambda_{1,t}, \lambda_{2,t} \sim N(\mu_r, e^{\lambda_{1,t}+\lambda_{2,t}}) \) and

\[ v_t|\lambda_{1,t}, \lambda_{2,t} \sim N(c + \mu_v e^{(1-w)\lambda_{1,t}+w\lambda_{2,t}}, \sigma_v^2 e^{(1-w)\lambda_{1,t}+w\lambda_{2,t}}) \] with \( \lambda_{1,t}|\lambda_{1,t-1} \sim N(\gamma_1 + \delta_1 \lambda_{1,t-1}, \nu_1^2) \) and \( \lambda_{2,t}|\lambda_{2,t-1} \sim N(\delta_2 \lambda_{2,t-1}, \nu_2^2) \), where \( \lambda_{1,t} \) and \( \lambda_{2,t} \) are stochastically independent.
Table 6
Contemporaneous correlations of the estimated volatilities from the extended two-component model\textsuperscript{a}

<table>
<thead>
<tr>
<th></th>
<th>$\sigma^\text{HE}_{1,t}$</th>
<th>$\sigma^\text{HE}_{2,t}$</th>
<th>$\sigma^\text{DAI}_{1,t}$</th>
<th>$\sigma^\text{DAI}_{2,t}$</th>
<th>$\sigma^\text{VOW}_{1,t}$</th>
<th>$\sigma^\text{VOW}_{2,t}$</th>
<th>$\sigma^\text{DAI}_{1,t}$</th>
<th>$\sigma^\text{DAI}_{2,t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^\text{HE}_{1,t}$</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^\text{HE}_{2,t}$</td>
<td></td>
<td>0.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^\text{DAI}_{1,t}$</td>
<td></td>
<td></td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^\text{DAI}_{2,t}$</td>
<td></td>
<td></td>
<td></td>
<td>0.69</td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^\text{VOW}_{1,t}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.44</td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^\text{VOW}_{2,t}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>$\sigma^\text{DBK}_{1,t}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^\text{DBK}_{2,t}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^\text{DBK}_{1,t}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} The volatilities are estimated using a MC simulation sample size of $N = 30$ and five AGIS iterations.
Fig. 1. MC estimates of the return volatility for DAI resulting from the extended two-component mixture model. The top panel shows $E(\sigma_t | Y_T, \hat{\theta}_{SML})$ together with the absolute returns $|r_t|$. The middle panel shows $E(\sigma_{2,t} | Y_T, \hat{\theta}_{SML})$ and the bottom panel $E(\sigma_{1,t} | Y_T, \hat{\theta}_{SML})$. 