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Abstract 
The development of path-dependent processes basically refers to positive feedback in terms of increasing 
returns as the main driving forces of such processes. Furthermore, path dependence can be affected by 
context factors, such as different degrees of complexity. Up to now, it has been unclear whether and how 
different settings of complexity impact path-dependent processes and the probability of lock-in. In this 
paper we investigate the relationship between environmental complexity and path dependence by means 
of an experimental study. By focusing on the mode of information load and decision quality in chronologi
cal sequences, the study explores the impact of complexity on decision-making processes. The results con
tribute to both the development of path-dependence theory and a better understanding of decision-making 
behavior under conditions of positive feedback. Since previous path research has mostly applied qualita
tive case-study research and (to a minor part) simulations, this paper makes a further contribution by 
establishing an experimental approach for research on path dependence. 
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1 Introduction 
Path dependence is a dynamic theory assuming that 
initial events can increasingly restrain present and 
future choices. The theory originates in the histori
cal studies of Paul David (1985,1986) who explored 
the development of QWERTY keyboard technology. 
He shows how an inferior and inefficient techno
logical standard becomes established and is main
tained. Brian Arthur (1989, 1994) has highlighted 
the importance of self-reinforcing mechanisms of 
such path-dependent processes. The focus on self
reinforcing effects became the hallmark of path
dependence theory (Arthur 1983; David 1993; Ar
thur 1994; Bassanini and Dosi 2000; Ackermann 
2001). These effects are the central triggering ele
ments that drive path dependence (Sydow, 
Schreyogg, and Koch 2009). In addition, path
dependent processes are embedded in institutional 

fields and environments which may affect the path 
process as well (Pierson 2000). Yet little is known 
about the particular impact of context factors, such 
as ambiguity, power structures, institutional density 
or complexity on path-dependent processes (North 
1990; Greif 1994; Thelen 2003; Pierson 2004). 

2 The unexplored context of path-
dependent process 

The assumption that context matters in path-depen
dent processes are based on a conceptual argument. 
The complexity of goals, tasks, and environments in 
which decision makers have to operate as well as the 
loose and diffuse links between actions and out
comes render such settings inherently ambiguous; 
they are, therefore, prone to increasing returns 
(Pierson 2004). Context factors contribute to imper-
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fect market conditions as indicated by the existence 
of transaction costs. They make it difficult (if not 
impossible) to apply rational decision rules in terms 
of neoclassical theory. Pierson's argument that a 
context matter goes further and refers not only to 
the constitution of imperfect markets but to the 
effect that context factors impact the occurrence and 
intensity of self-reinforcement as well (Pierson 
2004). 
The literature on path dependence in economic, 
institutional, and political fields fails to provide clear 
evidence of what kind of impact relates to what kind 
of context factor. For instance, in the conceptualiza
tion provided by Arthur, self-reinforcing mecha
nisms are necessary and sufficient preconditions of 
path dependence, whereas context is taken for 
granted and, therefore, kept constant. Context is not 
irrelevant, but is considered a fixed premise (e.g., 
perfect information and the non-sponsoring rule 
(Arthur 1989) which frame the process). In North's 
conceptualization, though, context provides a neces
sary precondition. Without imperfect markets and 
transaction costs, path dependence does not occur, 
at least not in cases where path dependence is con
sidered potentially inefficient: "If institutions ex
isted in the zero-transaction-cost framework, the 
history would not matter; a change in relative prices 
or preferences would induce an immediate restruc
turing of institutions to adjust efficiently [ ... J" 
(North 1990: 93). Finally, Pierson places more at
tention on the role of contextual influences on path 
dependence in order to underline his central argu
ment of political systems being more prone to path 
dependence than economic systems. While the dis
cussion of differences between political and eco
nomic systems is beyond the scope of this paper, it 
is worthwhile emphasizing his basic assumption 
that also context may affect path-dependent proc
esses. Even if this assumption may be intuitively 
plausible, the conceptual and empirical evidence for 
that issue is somewhat weak due to at least three 
shortcomings: 
First, Pierson refers to context in a very broad and 
unspecified manner, mentioning a variety of factors, 
such as power structures, uncertainty, and unspeci
fied preferences that describe the context of (politi
cal) decision-making. It is plausible that these fac
tors can influence political decision-making and 
may lead to inertia and rigidity. Hence, context fac
tors may provide the same explanation for outcomes 
such as path dependence. They could, though, pro-
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vide different, alternative explanations as well. 
There may be a correlation between both factors 
that influence rigidity but not necessarily a causal 
link. 
Second, focusing on context in a broad sense makes 
it difficult to discern and distinguish the existence of 
specific causal relations between a concrete context 
factor and a path-dependent process. For instance, 
power structures and complexity are very different 
but nevertheless potentially interdependent con
cepts (e.g., power structures could be very complex 
and complexity may foster the emergence of infor
mal power structures). Referring to a broad under
standing of context may entail a lot of unrecognized 
cross effects. That may finally lead to the not
falsifiable assumption that context always matters. 
Third, given the fact that path-dependent processes 
are evolutionary and contingent, path analysis is 
often retrograde and provides an ex-post explana
tion only (see also Mahoney 2000). This is espe
cially problematic for empirical studies based on a 
single or just a few cases. Referring to an opaque 
and highly interdependent context, it does not pro
vide better insights into the assumed causal rela
tionship due to the threat of ad-hoc theorizing; a 
given result (a path) is referred to an unspecified 
context which in turn is interpreted as the causal 
reason for that result. Another result of another case 
and another posteriori interpretation of the context 
are quite likely when following this research ap
proach. 
Considering these caveats, it seems more appropri
ate to opt for another research strategy by specifying 
and providing a clear-cut research design, focusing 
exclusively on very few variables and the direct 
measurement of their relationship. For that reason, 
we focus on only one particular context factor: the 
degree of complexity. We apply an experimental 
approach in order to isolate the context effect and to 
control for possible interferences on both the con
textual level and the level of self-reinforcement. 
The outline of the paper is as follows: First, we give 
a short introduction into path-dependence theory in 
order to specify our understanding of path
dependent processes. Then, we describe the context 
factor complexity by referring to complexity theory 
and psychological research on decision-making. 
Building on these insights, we deduce our hypothe
sis and research questions which are presented in 
the following section. Finally, we present and dis
cuss the results of the study. 
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3 Path-dependence theory 
Path dependence is the outcome of a dynamic proc
ess that is reigned by one or more self-reinforcing 
mechanisms. According to previous research, we 
distinguish between at least six different forms of 
self-reinforcing mechanisms (Sydow, Schreyogg, 
and Koch 2005, 2009): (1) economies of scale and 
scope, (2) direct and indirect network externalities, 
(3) learning effects, (4) adaptive expectations, (5) 
coordination effects, and (6) complementary effects. 
All mechanisms share the same inherent logic. For 
instance, direct network externalities imply that a 
user's benefits from a purchased good or service 
increase as more users use the same good or service; 
purchasing and using a telephone becomes more 
rewarding the more users there are already using 
this device. Indirect externalities refer to comple
mentary products and services accompanying a 
product (e.g., video stores, video recorders, etc. in 
the case of VHS see Cusumano, Mylonadis, and 
Rosenbloom 1992 ). Figure 1 illustrates the self
reinforcing working of both effects. 

Figure 1: Direct (1) and indirect (2) network 
effects 

not restricted at the beginning of the process, ongo
ing decision-making leads to restrictions. Decision
making systems reinforce path-building effects and 
at the same time the variety of choices diminish and 
limitations increase. They "lose sight" of other data 
and adopt particular decision strategies which guide 
them more and more in a particular direction. 
It is important to note that in contrast to the com
mon understanding of dynamic decision-making 
(Harvey and Fischer 2005), path-dependent proc
esses do not require a direct and causal link between 
the option once chosen and the options that will still 
be available to the decision maker at a later point in 
time. In a path-dependent process the vanishing of 
previously available options is collateral and not 
necessarily a direct or causal effect of the decision 
path. 
To sum up, paths are the emergent outcome of a 
self-reinforcing process resulting in a pattern of 
action and reflection. The development of such pat
tern is a non-ergodic process that becomes more 
and more inflexible. The concrete pattern is not 

(1) The lager the network .---The more people 

~ / the network 

(2) The more complementary 
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The more attractive it will be to 
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ucts for it 
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All these effects lead to positive feedback loops in 
which at least two variables are reciprocally linked 
in the following way: a higher (or lower) level of one 
variable leads to a higher (or lower) level ofthe sec
ond variable which in turn leads to a higher (or 
lower) level of the first variable and so on. 
From a dynamic decision-making perspective such a 
process requires a situation of repeated decisions; a 
decision-making system is repeatedly confronted 
with the same decision-making problem. Self
reinforcing mechanisms provide increasing returns 
to a decision-making system for each new decision. 
When a decision-making system follows the emerg
ing path, the situation improves in terms of increas
ingly higher utility or increasingly lower costs of a 
repeatedly chosen option. 
There are two sides to the coin, though: A path also 
constitutes a restriction of choice. While choices are 

of that network opt for that network 

predictable at the beginning and can lead to an 
inefficient outcome in the end Arthur (1989, 1994); 
David (2001); Pierson (2004), Sydow, Schreyogg, 
and Koch (2009) have re-conceptualized this proc
ess in a 3-stage model (see Figure 2). 

Figure 2: The constitution of a path (Sydow, 
Schreyogg, and Koch 2009) 
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Phase I of the model is characterized by contin
gency. Neither is decision-making behavior undi
rected nor are choices fully unconstrained. History 
matters but in a broader sense of foregoing imprints 
(Boeker 1988). These imprints can lead to a narrow
ing of choices (indicated by the shadow), although 
there always remains a considerable scope of choice. 
Phase I ends with a critical juncture (Collier and 
Collier 1991), i.e., a decision and/or event leads to 
self-reinforcement. At that moment, a decision
making system enters (often unconsciously) a dy
namic narrowing process triggered by positive feed
back for a particular option. The system chooses the 
option by chance (in the sense of a small event) or 
intentionally (in the sense of a bigger event). The 
strategic intent of the choice is not necessarily the 
triggering of a self-reinforcing dynamic; it is rather 
considered a collateral outcome of strategic actions. 
Entering into Phase II, a set of decisions is likely to 
be reproduced over time. If self-reinforcing mecha
nisms consolidate, a pattern of reflecting and/or 
acting builds up that reproduces the initial decision 
or set of decisions. A dominant solution emerges 
and the process becomes more stable. Decisions 
taken in Phase II are nevertheless still contingent, 
i.e., options for alternatives still exist, although they 
are more and more constrained (indicated by the 
shadow). 

With the transition to Phase III, the path becomes 
locked-in and the dominant pattern gains a deter
ministic character. The decision process is fully 
bound and a particular choice or decision pattern 
from the past has become the predominant mode. 
Any other alternatives are ruled out - even if they 
become more efficient. In contrast to technological 
solutions, a behavioral pattern of acting and reflect
ing is locked-in not only when it is completely pre
determined, but also when restricted to a very nar
row area of its state space (indicated by the shadow 
in Phase III). 

The lock-in situation indicates that a path
dependent process leads to a stable and, thus, rigid 
outcome which is potentially inefficient and cannot 
be overcome by the decision-making system. The 
potential inefficiency is caused by a rationality shift, 
i.e. a change in the environment that makes another 
alternative more attractive. In lock-in situations the 
decision-making system is unable to switch to that 

70 

alternative'. It is very likely that a decision-making 
system will not get locked-in if it becomes aware of 
such a change in the environment during Phase II. 
Then, the decision-making system will switch to the 
more attractive solution. Yet, there is strong evi
dence from different bodies of literature that such a 
change does not occur, if a decision-making system 
perceives the previous and present decisions as 
successful (see, for instance Miller 1993). Thus, path 
dependence implies a potential tradeoff between the 
inner rationality of a decision system and a second 
point of view (an outer or observer perspective) 
applying another form of rationality (Koch 2008)_ A 
rationality shift is defined from the observer's per
spective, but whether it is noticed and how it is per
ceived, depends on the inner rationality of the deci
sion-making system. 
Up to now, path-dependence research has empha
sized some pivotal elements that drive path
emerging processes in Phase II of the model and 
that eventually lead to a lock-in. As described in the 
introductory section, we argue that beyond these 
mechanisms a particular context may encourage 
path-dependent processes as well (Pierson 2004; 

see also Beyer 2005). We will now focus on com
plexity as such a context factor. 

4 Complexity theory, decision-
making and path dependence 

According to Anderson (1999), complexity is a 
structural variable that "can be equated with the 
number of different items or elements that must be 
dealt with simultaneously" (Anderson 1999). Com
plexity refers to the relations between elements; an 
interconnected collection of elements is called com
plex "when, because of immanent constraints in the 
elements' connective capacity, it is no longer possi
ble at any moment to connect every element with 
every other element" (Luhmann 1995: 24). Com
plexity also refers to decision-making systems and 
their ability to cope with situations of incomplete 
information: "Complexity [ ... J means being forced to 
select" (Luhmann 1995: 25). A complex environ
ment requires a decision maker to reduce complex-

1 This argument of potential inefficiency has provoked remarkable 
criticism from neoclassical researchers (Liebowi tz and Margolis 
1990; Liebowitz and Margolis 1994' Liebowitz and Margolis 1995; 
see also Regibeau 1995) because in neoclassical theory an inetlicient 
but nevertheless rigid solution cannot occur, and if it does occur, it is 
always remediable. 
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ity in order to make decisions. "People in organiza
tions reduce a complex description of a system to a 
simpler one by abstracting out what is unnecessary 
or minor [ ... J compressing a longer description into 
a shorter one that is easier to grasp" Anderson 
1999 
Complexity impacts decision-making behavior in 
various ways: The first and most important implica
tion is that complexity leads to a situation where the 
application of rational decision-making models is no 
longer possible or does not lead to better decisions 
(Simon 1987, 1990; Weick and Sutcliff 2001 As we 
know from the bulk of research describing and ana
lyzing how decisions are made in organizations 
(Allison 1971; Cohen, March, and Olsen 1972; Petti
grew 1973; Mintzberg, Raisinghani, and Theoret 
1976; Beyer 1981; Brunsson 1982; March 1994; 
Crozier 1995; Staw 1997; Hendry 2000), rational 
decision behavior rarely occurs in the mode pre
sumed by rational choice theory: problems are ill
defined, solutions are seeking for problems, evalua
tions are implicit, etc. For that reason, the linear 
logic of rational choice theory and the assumption of 
rational behavior are problematic premises for both 
prescribing and describing decision-making in the 
real world. 
Due to bounded rationality, a decision-making sys
tem is unable to realize and to compute any possible 
relation between elements in complex situations. 
Complexity and bounded rationality are just two 
sides of the same coin. The limitations of the human 
mind and the structure of the environment in which 
the mind operates are interlocked (Simon 1991; 
Gigerenzer and Todd 1999). Decision-making sys
tems in real-world settings have only limited time, 
knowledge, and computational capacities and, 
therefore, complexity restrains the decision maker 
to draw inferences on the environment in order to 
reduce complexity. 
In real-world settings decision makers, therefore, 
rely on cognitive heuristics while processing infor
mation and making decisions (Goldstein and Giger
enzer 2002). Heuristics are an appropriate strategy 
for reducing complexity. "The degree to which heu
ristics are used depends on the decision-making 
context" (Astebro and Elhedhli 2006). The higher 
the degree of complexity the faster and the more 
frugal the heuristics have to be in order to work 
efficiently under such conditions (Rieskamp and 
Hoffrage 1999). 

5 Hypothesis and research 
questions 

The main assumption to be tested is whether com
plexity impacts the probability of becoming path
dependent. As shown above, this hypothesis derives 
directly from the path-dependence literature (Pier
son 2000; 2004 In a path-dependent process suc
cessful decision-making requires the ability to detect 
relevant changes (a rationality shift) while positive 
feedback for a previously chosen option is still at 
work. Once a decision strategy is chosen and is rein
forced by positive feedback, a decision maker is less 
likely to detect relevant changes in overly complex 
situations compared to less complex situations. The 
decision strategy may result in path dependence. 

H1: High (versus low) complexity enhances the 
probability that a decision maker becomes path
dependent. 

Previous research has hallmarked the role heuristics 
play in complex settings of decision-making and has 
explored which types of heuristics are applied to 
different tasks and environmental conditions (Tver
sky and Kahneman 1974; Goldstein and Gigerenzer 
2002; Betsch and Haberstroh 2005; Harvey 2007). 
Research in the field of psychology concerning the 
process of sequential decision-making, the role of 
feedback, the internal and external reasons for stay
ing with a previous chosen solution, and the way 
complexity and heuristics interact provides several 
explanations for path-dependent processes (Ein
horn and Hogarth 1981; Hogarth, Gibbs, McKenzie, 
and Mar'quis 1991; Harvey and Fischer 2005; Jonas, 
Schulz-Har'dt, Frey, and Thelen 2001; Sevdalis and 
Harvey 2007). Nevertheless and to the best of our 
knowledge, evidence is lacking on the functionality 
of heuristics under increasing returns and rational
ity shifts, as the central elements of path-dependent 
processes. Bearing in mind the purpose of this pa
per, we rely on very fundamental categories for 
capturing and analyzing such heuristics and deci
sion-making processes. Besides testing the hypothe
sis of whether complexity indeed leads to path de
pendence, we further try to explore how complexity 
has an impact on path dependence. For this, we 
refer to basic dimensions of information which are 
(1) alternatives, (2) attributes, and (3) time. 
Previous studies have differentiated between com
pensatory (attributes are outweighed by other at
tributes) and non-compensatory (a specific attribute 
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is not outweighed by another attribute) information 
processing strategies. That is, whether a decision 
maker focuses on particular attributes or alterna
tives in order to come to a decision. Typically, a 
higher amount of alternatives or attributes leads to 
the increase of non-compensatory strategies where 
decision makers tend to focus on particular alterna
tives or attributes (e.g., Billings and Marcus 1983; 
Payne 1976; Timmermans 1993). In path-dependent 
models, a further dimension becomes important: 
time (Figure 3). A decision maker has information 
that refers not only to the present, but also to the 
past or even the future. A non-compensatory strat
egy in that dimension describes the focus on infor
mation related to a restricted time period. From the 
perspective of path-dependence theory, the investi
gation of a time dimension is of particular impor
tance since path dependence is associated with a 
lower orientation towards the future (Miller 2002). 

To the best of our knowledge, this effect has not 
been considered in studies dealing with heuristics 
and sequential decision-making either and points to 
a research gap in that field. 

Figure 3: Dimensions ofinformation 
retrieval in path-dependent decision
making 

attributes 

alternatives 

Taken together, we distinguish between three fun
damental non-compensatory heuristics that we 
describe as a focus on alternatives (FAlY, focus on 
attributes (FAt) or focus on present information 
(FPI). The question to be answered is: 

2 All abbreviations are explained in the list of acronyms in the 
appendix. 
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RQ1: Does complexity influence the (a) focus on 
alternatives (FAl), (b)focus on attributes (FAt) or 
(c) focus on present iriformation (FPI) of a deci
sion maker? 

Provided that these heuristics are responsible for 
path dependence, they should work as a mediator 
between complexity and path dependence. We try to 
explore whether a complexity-driven application of 
these heuristics leads to path dependence. 

RQ2: Does the (a) focus on alternatives (FAl), (b) 
focus on attributes (FAt) or (c) focus on present 
information (FPI) mediate the impact of com
plexity on path dependence such that complexity 
impacts (a) focus on alternatives (FAl), (b)focus 
on attributes (FAt) or (c) focus on present infor
mation (FPI) which in turn impact path depend
ence? 

As we know from complexity theory and informa
tion-processing theory (Anderson 1999), complexity 
influences an individual decision system concerning 
the amount of retrieved information. In highly com
plex situations, it is impossible to retrieve all infor
mation available. Some authors argue that a higher 
level of complexity leads to a more selective search 
of information Ford, Schmitt, Schechtman, Hults, 
and Doherty 1989). When time resources for mak
ing decisions are restricted, a decision maker has to 
spend more time on structuring the situation (e.g., 
detecting what could be relevant and what could be 
irrelevant) and less time for retrieving information. 
However, a decision maker could also simply 
change the strategy of information retrieval in a 
highly complex situation and, thus, still be able to 
retrieve as much information as under low complex
ity. We formulate further research questions on the 
total amount of information retrieval (total informa
tion load (TIL)) as well as on its role as a mediator 
between complexity and path dependence. 

RQ3: Does complexity irifluence the level of total 
iriformation load (TIL)? 

RQ4: Does the level of total iriformation load 
(TIL) mediate the effect of complexity on path 
dependence such that complexity impacts TIL 
which in turn impacts path dependence? 

Information search influences the size and quality of 
the consideration set of alternatives as well as the 
alternative that is eventually selected (Bazerman 
2006). Very fast and frugal heuristics can lead to 
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good decisions that even equal decisions of decision 
makers who can refer to a complete set of informa
tion without any computational restrictions and 
without time limitations (i.e., the hyper-rational 
decision maker can transfer complexity into sim
plicity) (Todd 2007). However, it is also plausible to 
assume that less information undermines the qual
ity of decisions. This argument is based on the as
sumption that each additional piece of relevant 
information enhances decision quality. Higher 
complexity leads to less information and, therefore, 
to a lower level of decision quality. 

As for the impact of decision quality of 
each decision, the impact on path de
pendence is ambiguous as well. At first 
glance, we may assume that a decision 
maker who is likely to make the right 
decision (high decision quality) does not 
become path-dependent as he recog-
nizes in each situation which decision is 
the best. However, the idea of increasing 
returns introduces the dependency of 
decisions on previous decisions such 
that a decision maker may decide based 
on experiences of a series of former 
"good" decisions. He may become path-
dependent as a result of positive feed-

H1 

back and inertia since he keeps the formerly best 
decision over time, although another alternative 
becomes preferable. The question here is whether 
the likelihood of sticking with former decisions de
pends on complexity and finally leads to path de
pendence. We, therefore, try to explore the role of 
decision quality as a mediator between complexity 
and path dependence. 

RQS: Does decision quality (DQ) mediate the ef
fect of complexity on path dependence such that 
complexity impacts DQ which impacts the prob
ability of path dependence. 

If such a relationship exists, it is plausible to explore 
the heuristics mentioned above as a mediator be
tween complexity and decision quality. 

RQ6: Does the (a) focus on alternatives (FAl), (b) 
focus on attributes (FAt), (c) focus on present in
formation (FPI) or (d) the level of total informa
tion load (TIL) mediate the impact of complexity 
on decision quality (DQ) such that complexity 
impacts (a) focus on alternatives (FAl), (b)focus 
on attributes (FAt), (c) focus on present informa-

tion (FPI) or (d) the level of total iriformation 
load (TIL) which in turn impact decision quality 
(DQ)? 

Figure 4 summarizes the hypothesis and research 
questions and gives an overview ofthe relationships 
between the different variables to be investigated. 

Figure 4: Framework, hypothesis and 
research questions 

~ 
- - ----------------

Information Load 

Focus on Alternatives (FAI) 

Decision 
Quality (DQ) 
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Path dependence 

6 Method 

6.1 Overview 
We apply an experimental design in order to test the 
hypothesis and to explore the research questions. 
The experiment is based on a one-factorial between
subjects design, manipulating the complexity of the 
decision environment on two levels Oow vs. high 
complexity). Mobile service companies were used 
because student participants are familiar with buy
ing decisions for mobile services. Furthermore, the 
purchase situation allows for different complexity 
settings due to varying offers of information that are 
common to real-life purchase situations for mobile 
services. 

6.2 Participants and procedure 
The experiment took place in a computer lab. We 
developed a software tool ("ComPad Explorer") for 
the purpose of the experiment. 27 students volun
teered to participate in the study (13 female, 14 male 
students; average age 22.7 years) and were ran
domly assigned to the experimental groups. Stu-
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dents were advised to make several consecutive 
purchase decisions for a mobile service provider out 
of a set of four alternative providers. Information 
concerning the costs of the mobile services and the 
participants' usage behavior in the present and the 
near future was provided on the computer screen. 
For each decision, participants were given a budget 
of 100 units to be used up and they had up to 60 

seconds to browse the provided information. If they 
did not make a decision within the given timeframe, 
the previous decision was kept. 
Once a purchase decision was made, new informa
tion was provided and the participants had to decide 
again. Altogether, they went through this procedure 
25 times, i.e., they had to make 25 consecutive deci
sions Oater on referred to as "decision rounds"). 
The following information was provided in each 
decision round: 

• the participant's use of various mobile services 
in the present and following four decision 
rounds (e.g., duration oftelephone calls to fixed 
lines or from mobile to mobile in minutes), 

• cost structure of services provided by four ser
vice providers for the present and following four 
decision rounds: basic fee, costs for calls to fixed 

• lines (per minute), costs for calls from mobile to 
mobile (per minute), costs for international 
calls (per minute), costs for text messages (per 
unit), costs for multimedia messages (per unit), 
costs for WAP services (per minute). The total 
amount of information differs over both ex
perimental settings (see below), 

• costs for placing a new contract with another 
provider ("switching costs") for the present and 
following four decision rounds. 

Information was presented along with check boxes 
on the computer screen. Participants first had to 
choose which information they would like to see and 
were then able to retrieve the information by click
ing on a button. Requested information was pro
vided in a pop-up. Furthermore, after each round 
participants received feedback in terms of their 
savings (budget of 100 minus the previous round's 
bill for mobile services). The savings from the previ
ous round and also the sum of all previous savings 
were displayed. Figure 5 shows an example of the 
computer screen. A more detailed introductory 
video that explains the software tool is also available 
(see BuR-Website). 

Figure 5: Screenshot of the software 
interface 
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The information settings were created in order to 
provide an optimal decision path as well as the pos
sibility of a lock-in, i.e., a situation where a subop
timal decision could not be changed any more due 
to budget restrictions. By this, we conceptualized 
path dependence in terms of a resource (cost)
related form of lock-in. We also define an optimal 
decision by referring to the cost structure, i.e., an 
optimal decision is the one with the lowest all-over 
costs. Taken all costs together, a specific alternative 
is superior in every decision round during the 
course of the experiment. By providing price and 
demand information on the present and the next 
four decision rounds, participants are able to come 
up with an optimal decision in each round. Hence, 
none of the decisions is a decision under uncer
tainty. 
In order to create a rationality shift, the superior 
alternative changes once in the course of the ex
periment. The optimal change from one alternative 
to another alternative is in the 17th decision round. 
After that, participants could still change to the 
favorable alternative until the 21st decision round. 
Thereafter, they could no longer shift (unless they 
have chosen the optimal alternative) to another 
alternative as the switching costs became too high to 
pay the bill for the switching costs with the provided 
budget of 100 units per round. 
The change of the cost structure was mainly de
signed by altering three different kinds of costs: so
called "focus costs" (basic fee, costs for calls to fixed 
lines, and costs for calls from mobile to mobile) and 
so-called "hidden costs" (costs for WAP services), 
while the rest of the costs (for international calls, 
short messaging, and multimedia messaging) re
mained rather stable. The differentiation between 
"focus costs", "hidden costs", and "stable costs" is an 
analytical one and not obvious to the participants 
(i.e., the cost categories are not labeled as such). 
While "focus costs" were decreasing all the time, 
favoring Alternative A (Figure 6), the "hidden costs" 
were first quite stable and after a while increasing 
for Alternative A, favoring Alternative B (Figure 7). 
The "total costs" were lowest for Alternative A until 
round 17 and lowest for Alternative B in the follow
ing rounds. Alternatives C and D were dummies as 
their "total costs" were always slightly higher (Fig
ure 8). "Switching costs" were increasing over time 
(Figure 9), leading to a resource-related form of 
lock-in for those who stayed with Alternative A until 
decision round 20. 
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Figure 6: "Focus costs" 
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Figure 7: "Hidden costs" 
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Figure 8: "Total costs" ("Focus costs" and 
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Figure 9: "Switching costs" 
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After arriving at the lab, the students were informed 
about the basic idea of the experiment and were 
advised to make several consecutive purchase deci
sions for a mobile service provider from a set of four 
alternative providers based on information given on 
a computer screen. Then they were instructed on 
how to use the software. In an initial test decision 
round that lasted 300 seconds they became accus
tomed to the software tool. Students were each giv
en 10 euros for participating in the study. In order to 
ensure that participants were kept motivated to 
screen the given information in each round, three of 
the students with the best overall result (i.e., the 
lowest percentage of budget used) were given an 
additional 10 euros each after completing the study. 

6.3 Manipulation 
Complexity was manipulated by providing an in
formation display matrix of the cost structure of the 
four alternatives with a varying number of service 
attributes. In the low-complexity (LC) setting, in
formation was provided on costs for all calls (per 
minute), costs for text messaging (per unit), and 
costs for WAP services (per minute). In the high
complexity (HC) setting, costs for all calls were split 
up into basic fee, costs for calls to fixed lines (per 
minute), costs for calls from mobile to mobile (per 
minute), and costs for international calls (per min
ute). Furthermore, costs for text messages (per unit) 
were split up into costs for two service attributes in 
the HC setting: costs for text messages (per unit) 
and costs of multimedia messages (per unit). Alto
gether, the LC setting provides an information dis
play matrix of four alternatives by three attributes, 
while the HC setting provides a matrix of four alter-
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natives by seven attributes. Figure 10 shows the 
information display matrices of both settings. 

Figure 10: Manipulation of complexity 

Low-complexity setting Alternatives 

Attributes 1 2 3 4 

Costs for calls (per minute) 

Costs for text messaging (per unit) 

Costs for W AP services (per minute) 

High-complexity setting Alternatives 

Attributes (p.m. ~per minute) 1 2 3 4 

Basic fee for calls 

Costs for calls to fixed lines p.m. 

Costs for calls to mobiles p.m. 

Costs for international calls p.m. 

Costs for text messaging p.u. 

Costs for multimedia messaging p.m. 

Costs for W AP services (per minute) 

The data was designed in a way that every alterna
tive is based on exactly the same cost structure in 
both the LC and the HC setting, and the sum ofthe 
split-up costs in the HC setting were equal to the 
corresponding costs in the LC setting. This design 
implies that using the same alternative in both the 
HC and the LC setting will result in the very same 
"total costs". 
In a pretest, 50 students were asked to evaluate the 
complexity of both information settings on a 9-point 
complexity scale. The information situation with 
less information was evaluated as significantly less 
complex than the alternative information setting 
(t = 2.228, P = .031). 

It is important to note that we apply a subjective 
perspective of complexity. The participants in the 
experiment are unable to connect all relevant ele
ments and notice all relations between elements 
while an external observer (without time con~ 
straints) could do this. The rational actor provides a 
point of reference that helps us to establish and to 
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design an optimal path. We introduce a time limit 
that allows us to manipulate complexity (see also 
the final limitations section). 

6-4 Dependent variables 
The dependent variables were path dependence, 
decision quality (DQ), and information retrieval in 
terms offocus on alternatives (FAl), focus on attrib
utes (FAt), focus on present information (FPI), and 
total information load (TIL). 
Path dependence was measured by a dummy vari
able that distinguished between choosing the opti
mal alternative in the last round versus choosing a 
non-optimal alternative. Participants who ended up 
with a choice for a non-optimal alternative in the 
last round are path-dependent since the switching 
costs are higher than the available budget. They are 
locked to the chosen alternative. 
DQ was measured by dummy variables, indicating 
whether participants were choosing the single best 
alternative in a decision round or not. For each par
ticipant and for decision rounds 1 to 20 (where par
ticipants were still able to choose without being 
locked-in) we assigned either 0 (wrong alternative 
chosen) or 1 (best alternative chosen) as value for 
the variable. The sum of the values of each round 
(i.e., the number of choices for the single best alter
native in round 1 to 20) was used as a measure of 
decision quality. 
Using log-file analysis, we were able to track the 
whole process of information retrieval by each par
ticipant over all 25 decision rounds. An information 
unit is defined as the retrieval of one piece of infor
mation, i.e., each access to a particular piece of in
formation on the screen (e.g., WAP costs for alterna
tive 1 in the present round). 
FAl and FAt are analyzed by showing how much the 
distribution of information load deviates from an 
even distribution which would represent informa
tion retrieval of a rational decision maker. For in
stance, an even distribution over the four alterna
tives would lead to 25% of units of information per 
alternative. Deviations from this pattern indicate 
that an information seeker tends to focus on infor
mation on a particular alternative at the expense of 
information on other alternatives. We analyze the 
(in) equality of distribution by calculating Gini coef
ficients. The coefficient is defined as a ratio with 
values between 0, which corresponds to perfect 
equality, and 1, which corresponds to perfect ine
quality (Gini 1921). 
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FPI was measured by the ratio of information re
lated to the present rounds to all information that 
was retrieved per round. 
TIL is the sum of all information units retrieved per 
round. 

7 Results 

7.1 Hypothesis 1 

The results confirm the overall impact of complexity 
on path dependence. While all but one of the par
ticipants in the LC setting have switched to the fa
vorable alternative within 25 rounds, only two par
ticipants of the HC setting succeeded in switching. 
The probability of lock-in differs significantly be
tween both groups (x2 = 16.385, P < .001), support
ing hypothesis 1. 

7.2 Research questions 1 and 2 

FAl does not differ between both complexity settings 
(GLC = .039 vs. GHc = .095, t = 1.579, P = .127). 
FAt reveals Gini coefficients that show a significant 
difference between both complexity settings (GLc = 

.044 vs. GHC = .249, t = 5.134, P < .001): information 
distribution over attributes in the LC setting is more 
equal than in the HC setting. 
FPI differs between both groups considering infor
mation related to the present decision round and 
information related to future decision rounds. Par
ticipants in the LC situation show less FPI than 
participants in the HC setting (MLC = .361 vs. MHC = 

.685; t = 3.633, P = .001). 
Hence, as a response to research question 1, we 
found that complexity leads to an enhanced focus 
on attributes and on information related to the pre
sent. 
A mediation test procedure that considers categori
cal variables was applied (Baron and Kenny 1986; 
MacKinnon, Fairchild, and Fritz 2007) in order to 
test the influence of complexity on path dependence 
mediated by FAl, FAt, andFPI. 
The mediating effect of FAl is not supported as there 
is no effect of complexity on FAl which is a neces
sary condition for a mediation effect. 
FAt does not function as a mediator, as the mediat
ing variable is not significantly related to "path de
pendence" when both complexity and the FAt are 
predictors of path dependence (b = 7.314, se = 5.314, 
Wald = 1.895,P = .169). 
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FPI does not function as a mediator to path depend
ence, as the mediating variable is not significantly 
related to "path dependence" when both complexity 
and FPI are predictors of path dependence 
(b = 2.164, se = 2.846, Wald = ·578,P = -447). 
Taken together, none of the heuristics works as a 
mediator for the direct effect of complexity on path 
dependence. 

7.3 Research questions 3 and 4 
The data shows an overall tendency such that par
ticipants in an LC environment retrieve more in
formation, although the difference between both 
experimental groups reveals only marginal statisti
cal significance using a two-sided test (MLC = 

791.583 vs. MHC = 6lD.800; t = 1.722, P = .097). This 
pattern is rather consistent when comparing TIL for 
each decision round (see Figure 11). 
TIL does not function as a mediator, as the mediat
ing variable is not significantly related to "path de
pendence" when both complexity and TIL are pre
dictors of path dependence (b = .001, se = .002, 
Wald = .028, P = .868). 
Taken together, we found only weak support for an 
effect of complexity on total information load which 
does not work as a mediator for the direct effect of 
complexity on path dependence. 

Figure 11: Total information load (TIL) per 
decision round in LC versus HC settings 

Note: High TIL in the first round is due to the initial test decision 
round that lasted 300 seconds, whereas all other rounds lasted 
60 seconds. 

, 2 3 .4 .5 6 7 8. 9 10 

~Iow complexity 

11 12 13 "4 15 

Decision round 

7.4 Research questions 5 and 6 
Complexity impacts DQ. Between rounds 1 and 20 
(i.e., those rounds where participants are able to 
switch between alternatives without being locked
in), participants in the LC setting come up with the 
right decision more often than participants in the 
HC setting (MLC = 18.250 vs. MHC = 15.133; 
t = 2-467, P = .021). 
DQ is a mediator for the effect of complexity on path 
dependence: regressing path dependence on both 
complexity and DQ shows that complexity has a 
significant impact on path dependence (b = -3.860, 
se = 1.500, Wald = 6.624, P = .0lD) and DQ has a 
marginal significant impact on path dependence 
(b = -.596, se = .322, Wald = 3-428, P = .064). The 
effect of complexity on path dependence is higher 
when dropping the mediator (b = -4.270, se = 1.291, 
Wald = lD.931, P = .001) which indicates partial 
mediation (Baron and Kenny 1986). 
Do FAl, FAt, and FPI mediate the effect of complex
ity on DQ? The mediating effect for the FAl is not 
supported as there is no direct effect of complexity 
onFAl. 
There is no mediation effect for the FAt as the effect 
of the Gini coefficient in the regression model where 
both complexity and the Gini coefficient are used as 
predictors is not significant (b = 8.785, se = 6.202, 
t = 1.416, P = .169). 
However, FPI which depends on complexity as 
shown above fully mediates the effect of complexity 
on DQ: Regressing DQ on FPI and complexity re
veals a significant effect of FPI (b = -7.186, 
se = 2-487, t = 2.889, P = .008) but a non-

_ . high complexity 

significant effect of complexity 
(b = -.785, se = 1.373, t = .572, 
P = .573). 
Regressing DQ on TIL and 
complexity reveals marginal 
significant effects for both 
predictors (complexity: b = 

-2.368, se = 1.280, t = 1.849, P 
= .077 and TIL: b = -.004, se = 
.002, t = 1.795, P = .085). The 
effect of complexity on DQ is 
higher when dropping the 
mediator (b = -3.117, se = 

1.263, t = 2-467, P = .021). 
However, such mediation 
effects should be interpreted 
with caution as complexity has 



BuR - Business Research 
Official Open Access Journal of VH B 

Verband der Hochschullehrer fUr Betriebswirt.schaft e. V. 
Volume 2 I Issue 1 I May 2009 I 67-84 

only a marginal significant effect on TIL as shown 
above (t = 1.722,p = .097). 
Taken together, we found that complexity impacts 
decision quality which influences path dependence. 
The focus on present information works as a media
tor such that complexity leads to increased focus on 
present information which in turn reduces decision 
quality. There is also weak support for partial me
diation of total information load as a mediator be
tween complexity and path dependence. 
Figure 12 summarizes the confirmed hypothesis and 
the influence of the other variables which were con
firmed by our analysis. 

Figure 12: Framework with 
significant relationships between 
variables 
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Note: Bold arrows indicate significant relationships (p < .05) 
and dotted arrows indicate marginally significant relationships 
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8 Discussion 
The results support our assumption that complexity 
impacts path dependence. The finding can be more 
thoroughly explained by mediating mechanisms. 
Decision quality is a mediator that explains the ef
fect of complexity on path dependence. Further
more, information retrieval explains how complex
ity leads to varying decision quality. The effect is 
fully mediated by retrieval of information related to 
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better understanding of decision
making. 
Furthermore, the investigation of heu
ristics under the condition of increasing 
returns provides a new subfield of re
search on decision-making. As we 
know, heuristics work as "thumb rules", 

sometimes also called "gut feelings". In some situa
tions, these thumb rules may even increase the qual
ity of decisions in comparison to decisions that are 
based on extensive information (Gigerenzer and 
Todd, 1999). The logic of path-dependent processes, 
however, is to trigger and to pull decision-making 
systems in a specific direction by providing increas-
ing positive feedback. In our experiment partici
pants in low versus high complex situations applied 
different heuristics (as indicated by their informa
tion-retrieval behavior) that resulted in varying 
decision quality. Hence, there seem to be different 
qualities of heuristics and not every heuristic is ob
viously able to prevent the path-dependence trap. 
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8.1 Limitations 
Although the results provide several new insights 
into mechanisms underlying path-dependent deci
sion-making, the study is preliminary and has sev
erallimitations. We chose a rather arbitrary number 
of five decision rounds between the rationality shift 
and path dependence. The likelihood of switching to 
the superior alternative and avoiding path depend
ence may depend on the number of rounds between 
both events: with an increasing number of decision 
rounds, participants in highly complex settings may 
be able to overcome path dependence as well since 
the negative effect of a focus on present information 
is compensated over time. This has to be tested in 
further studies by expanding the time span between 
rationality shift and lock-in. However, as real deci
sion-making usually takes place in complex envi
ronments and within restricted time frames, the 
assumption of a restricted number of decision 
rounds between rationality shift and lock-in situa
tions seems a reasonable one in order to provide 
insights into real decision-making. 
The manipulation of complexity follows the under
standing of Anderson (1999) who defined complex
ity as "the number of different items or elements 
that must be dealt with simultaneously". Without a 
time restriction, the task of dealing with a high 
number of items or elements would be rather sim
ple. In order to create a complex situation where 
participants had to deal with a high number of items 
or elements at the same time, the introduction of a 
time limit is indispensable. This manipulation bears 
the risk of confounding time pressure and complex
ity though. During the experiment, participants 
provided additional information on information
processing behavior in the form of verbal protocols. 
Since participants did not mention time pressure, 
we assume that the possible confounding effect is 
negligible. Still, further research should apply an 
experimental design that allows disentangling the 
effect of both factors. 
Another limitation is certainly the small group size 
which reduces power in the analysis. This is why we 
were also carefully interpreting results that are de
scribed as marginally significant. Particularly, the 
effect from decision quality on path dependence 
that is a main result of our study is based on an 
effect size that reveals a p-value of .063, i.e., a value 
that slightly misses the usual cut-off criteria of .05. 
Although small group sizes are not uncommon in 
complex experimental designs, future research 
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should rely on bigger samples (with group sizes of at 
least 20 participants) which would lead to more 
clear-cut results in the analysis. Nevertheless, our 
analysis provides a couple of significant findings in 
line with our assumptions as well as some interest
ing hints of the underlying mechanisms of path
dependent decision-making. 

8.2 Future perspectives: Towards a path-
dependent decision-making model 

The lack of an impact of information-retrieval be
havior (besides FPI) on path dependence is indeed a 
very surprising result. That could mean that the 
significant differences in information load do not 
lead to a lower information quality in terms of un
recognized relevant information ("hidden costs"). In 
other words, also under high complexity partici
pants may be able to detect the relevant information 
even with a more focused information load on at
tributes and present information and a lower 
amount of retrieved information. 
The results of an additional analysis provide pre
liminary support for this assumption. In the verbal 
protocols participants were asked to describe in a 
few words how they came up with a decision after 
each decision round. In order to test our assump
tion, two of the authors coded independently 
whether a participant mentioned the relevant costs 
(i.e., costs for W AP services that need to be proc
essed in order to detect the rationality shift) or not. 
Coding consistency was achieved in 95.3% of the 
cases (i.e., each round per participant). Inconsisten
cies were resolved through discussion. Then we 
counted how often relevant costs were mentioned in 
rounds 11 to 25 (i.e., those rounds where the rele
vant costs differ between alternatives, see Figure 8). 
The ratio of the mentions of the relevant costs dur
ing those decision rounds does not differ between 
low- and high-complexity settings (MLC = .576 vs. 
MHC = -433; t = 1.322, P = .199). Hence, there seems 
to be no difference in recognizing the relevant costs 
depending on the level of complexity. However, we 
find a significant difference when we compare the 
mentions in round 17 to 20, i.e. the rounds between 
rationality shift and lock-in occurrence (MLC = .909 
vs. MHC = .515; t = 2.229, P = .040). In these rounds 
the awareness of the relevant costs leads to disso
nant information for participants who do not 
change to the now-better alternative. Hence, there 
could be a special type of dissonance-reduction 
strategy (Festinger, 1957) in terms of a "crowding-
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out effect" which leads to a "corruption of aware
ness": the recognition of relevant costs is sup
pressed. This effect may occur, as the development 
of the relevant costs and the decisions taken in the 
past now run into conflict. However, this explana
tion has to be tested further in future studies. This 
could be done by manipulating the strength and 
endurance of increasing returns. 
Still, our results show that complexity has no impact 
on path dependence in a classical sense of "myopia" 
(Miller 1993; see also Tripsas and Gavetti 2000), 

meaning that a higher level of complexity leads 
directly to lower quality of information which in 

• DEpt: Decision Environment in phase p and 
period t (for p = I to III and t = 1 to i, i+l to j, 
andj+l to k) 

• IRPpt: Information Retrieval and Processing in 
pt (for p = I to III and t = 1 to i, i+l to j, andj+l 
to k) 

• Dpt: Decision taken in pt (for p = I to III and t = 

1 to i, i+l to j, andj+1 to k) 
• Fpt: Feedback perceived in pt (for p = I to III 

and t = 1 to i, i+1 to j, andj+l to k). 
The process of path-dependent decision-making is 
depicted in Figure 13. 

Figure 13: The process of path-dependent 
decision-making 
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turn increases the probability of getting path
dependent. Participants in the high-complexity 
settings seem to apply an information load heuristic 
which provides sufficient information quality de
spite of less total information load and higher focus 
on information on attributes and present informa
tion. Although this phenomenon needs further 
proof, our results provide preliminary evidence that 
complexity as such could not be considered a stand
alone driving force for path dependence. This effect 
has to be further explored in future studies by ma
nipulating complexity in settings with and without 
increasing returns. 
As a guide for future research, we integrate these 
insights into the theory of path dependence and 
provide a path-dependent process model of deci
sion-making as depicted in Figure 2. The following 
variables are used to define this process for three 
different phases (I: preformation phase; II: path 
formation phase; III: path dependence) and for 
sequences over time: 
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Note: As argued above the rationality shift (indicating an impor
tant change in the decision environment by making another 
choice more attractive in relation to past decisions) does not 
necessarily always occur in Phase III. In this model we refer to a 
rationality shift in Phase II which will give decision makers the 
possibility to anticipate and prevent path dependence. 

The model indicates the assumed double effect of 
feedback (F) not only by confirming an already tak
en decision, but also by influencing future decisions 
since feedback impacts the whole processing of 
decision-making systems. Future research will have 
to investigate further this intriguing role of feedback 
in different settings of decision environments (DE). 
The results from our study already indicate that the 
effect itself is complex rather than simple. Due to 
the fact that path dependence occurs unintention
ally, it is also very difficult to further detect and 
reveal the underlying cognitive processes given the 
threat of Hawthorne effects ( Roethlisberger and 
Dickson 1939): only by making participants aware 
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of their cognitions are they able to describe them. 
Such awareness, however, may lead to follow-up 
decisions that differ from decisions that are made 
when participants have not been made aware of 
cognitions. 

Appendix 

List of acronyms 

D 
DE 
DQ 
F 
FAl 

FAt 

FPI 

HC 
IRP 
LC 
TIL 

- Decision 
- Decision Environment 
- Decision Quality 
- Feedback 
- Focus on a subset of the overall available 

set of Alternatives 
- Focus on a subset of the overall available 

set of Attributes 
- Focus on Present Information (ratio of 

present information to all retrieved infor
mation) 

- High Complexity 
- Information Retrieval and Processing 
- Low Complexity 
- Total Information Load 
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