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Abstract: This paper studies the generalized spatial two stage least squares (GS2SLS) estimation of spatial autoregressive models with autoregressive disturbances when there are endogenous regressors with many valid instruments. Using many instruments may improve the efficiency of estimators asymptotically, but the bias might be large in finite samples, making the inference inaccurate. We consider the case that the number of instruments $K$ increases with, but at a rate slower than, the sample size, and derive the approximate mean square errors (MSE) that account for the trade-offs between the bias and variance, for both the GS2SLS estimator and a bias-corrected GS2SLS estimator. A criterion function for the optimal $K$ selection can be based on the approximate MSEs. Monte Carlo experiments are provided to show the performance of our procedure of choosing $K$.
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1. Introduction

This paper considers the instrumental variable (IV) estimation of the spatial autoregressive (SAR) model with SAR disturbances (SARAR model) in the presence of endogenous regressors and many instruments. We study the case where the number of instruments increases with the sample size and derive asymptotic distributions of the generalized spatial two stage least squares (GS2SLS) estimator and a bias-corrected GS2SLS (CGS2SLS) estimator based on the leading-order many-instrument bias. Using many moments may improve the asymptotic efficiency but can make inference inaccurate in finite samples. [1] propose to minimize an approximate mean square error (MSE) as that of [2] for choosing the number of instruments in a cross section data model with endogenous regressors. The MSE takes into account an important bias term, so the method can avoid cases where asymptotic inferences are poor due to the bias being large relative to the standard deviation.

Ref [3] have derived the approximate MSEs of the two stage least squares (2SLS) and bias-corrected 2SLS (C2SLS) estimators for the SAR model with endogenous regressors and many instruments, but that SAR model has not included a SAR process in the disturbances. We extend the analysis to the SARAR model with endogenous regressors. The SARAR model combines spatial lag with spatial error dependence. The latter reflects spatial autocorrelation in measurement errors or in variables that are otherwise not crucial to the model [4,5]. It has a broader application than the simpler SAR model. It has been applied to empirical studies, e.g., Case’s work [6–10]. Due to the presence of the spatial error dependence in addition to the spatial lag dependence, we consider the GS2SLS estimation of the model as in [11]. (Ref [12] have extended the estimation method in [11] to the SARAR model with endogenous regressors. Our focus here is on choosing the number of instruments by minimizing the approximated MSEs.) The estimation has taken into account the spatial error structure, based on a transformed equation. Because the transformation uses an initial consistent estimator of the spatial error dependence parameter, the impact from this initial estimator creates extra complexity that should be investigated. The analytical difficulty lies in determining the leading order terms depending on the number of instruments due to the presence of the spatial error process, whose orders cannot be expressed using terms appeared only in a SAR model without SAR disturbances. The approximated MSEs of the GS2SLS and CGS2SLS estimators turn out to be more complicated than those of the corresponding 2SLS and C2SLS estimators for the SAR model but are still tractable for empirical use. For the GS2SLS, the expression for the approximate MSE is similar to that for the 2SLS in [3], except for the presence of the filter for spatial error dependence in various matrices. If the formula for the approximate MSE in [3] is used for the SARAR models, then the derived number of instruments will not be asymptotically optimal. For the CGS2SLS estimator, however, except for the filter, the approximate MSE has additional terms compared with that for the C2SLS in [3], which are generated from the asymptotic distributions of the first two stage estimators.

We consider the following SARAR model:

\[ y_n = \lambda W_n y_n + Z_{2n} \gamma + u_n, \quad u_n = \rho M_n u_n + \epsilon_n \]  

(1)

where \( n \) is the number of spatial units, \( y_n \) is an \( n \)-dimensional vector of observations on the dependent variable, the \( n \)-dimensional vector of disturbances \( \epsilon_n = (\epsilon_{n1}, \ldots, \epsilon_{nm})' \) has i.i.d. elements with mean zero and variance \( \sigma^2 \), and \( Z_{2n} \) is an \( n \times m \) matrix of variables that are possibly correlated with \( \epsilon_n, W_n \).
and $M_n$ are $n \times n$ spatial weights matrices that can be equal or different from each other, scalars $\lambda$ and $\rho$ are spatial autoregressive parameters, and $\gamma$ is a parameter vector for $Z_{2n}$. Let $Z_{2n} = \tilde{Z}_{2n} + v_n$, where $\tilde{Z}_{2n} = E(Z_{2n})$. The $\tilde{Z}_{2n}$ is assumed to be an unknown function of $X_n$, which is an $n \times k_x$ matrix of exogenous variables, and spatial lags of $X_n$: $W_nX_n$, $W_n^2X_n$, and so on. Model (1) can be an equation of the spatial simultaneous system as in [13]. In this case, $y_n$ is a vector of observations on one of, say, $k_y$ endogeneous variables, and the equation for $y_n$, similar to those for other endogenous variables, is $y_n = \lambda W_n y_n + X_{1n} \gamma_1 + Y_n \gamma_2 + u_n$, where $X_{1n}$ is the included exogenous variable matrix, $Y_n$ is the endogenous variable matrix including all observations on the other $(k_y - 1)$ endogeneous variables and $\gamma_1$ and $\gamma_2$ are parameter vectors, then $\tilde{Z}_{2n} = \sum_{i=0}^{\infty} W_i X_i \Pi_i$, where $\Pi_i$’s are matrices of parameters. Alternatively, $Z_{2n}$ or some elements of $Z_{2n}$ may be generated by an unknown nonlinear model [14], and thus we have an unknown nonlinear functional form for the conditional mean $\tilde{Z}_{2n}$ [1]. For $v_n = (v'_{n1}, \ldots, v'_{2n})'$, we assume that $v_n$’s are i.i.d. with mean zero and $E(v_nv_n) = \Sigma_v$, $v_n$ is independent of $\epsilon_{nj}$ for $j \neq i$, but $E(v_n \epsilon_n) = \sigma_{ve}$. That is, $v_n$ and $\epsilon_n$ are correlated except with the exogenous explanatory variables. The $i$th variable in $Z_{2n}$ is exogenous if the $i$th element of $\sigma_{ve}$ is zero. Let $Z_n = (W_n y_n, Z_{2n})$ and $\delta = (\lambda, \gamma')'$, then $y_n = Z_n \delta + u_n$.

We are interested in the parameter $\delta$. As in [11], the final generalized estimator for $\delta$ is based on the Cochrane–Orcutt transformed equation:

$$R_n(\hat{\rho}_n)y_n = \lambda R_n(\hat{\rho}_n)Z_n \delta + R_n(\hat{\rho}_n)u_n$$

where $R_n(\hat{\rho}_n) = I_n - \hat{\rho}_n M_n$ with $\hat{\rho}_n$ being a consistent estimator of $\rho$. We consider the problem of choosing the number of instruments for $R_n(\hat{\rho}_n)Z_n$, which can be many due to the unknown functional form of $\tilde{Z}_{2n}$ for its endogenous components. To derive $\hat{\rho}_n$, we may first estimate the equation $y_n = Z_n \delta + u_n$ by the 2SLS with a fixed number of instruments to obtain an initial estimator $\hat{\delta}_n$ of $\delta$, and then estimate $\rho$ with a fixed number of quadratic moment equations that have the form $\epsilon_n'(\rho, \hat{\delta}_n)D_{nj}\epsilon_n(\rho, \hat{\delta}_n) = 0$, where the $n \times n$ matrix $D_{nj}$ has a zero trace, and $\epsilon_n(\rho, \hat{\delta}_n) = R_n(\rho)(y_n - Z_n \hat{\delta}_n)$. (The equation $\epsilon_n'(\rho, \hat{\delta}_n)D_{nj}\epsilon_n(\rho, \hat{\delta}_n) = 0$ is a valid moment equation since $E(\epsilon_n'(\rho, \hat{\delta}_n)D_{nj}\epsilon_n(\rho, \hat{\delta}_n)) = \sigma_{ee}^2 \text{tr}(D_{nj}) = 0$ and $\frac{1}{n}E(\epsilon_n(\rho, \hat{\delta}_n)D_{nj}\epsilon_n(\rho, \hat{\delta}_n) - \epsilon_n'(\rho, \hat{\delta}_n)D_{nj}\epsilon_n(\rho, \hat{\delta}_n)) = o_P(1)$ under regularity conditions.) The estimation thus involves three stages and the derivation of approximated MSEs is more complicated due to the presence of many terms with different orders. In [11], the asymptotic distribution of the third stage estimator $\hat{\delta}_{2sls,n}$ is not affected by the estimators in the first two stages as long as $\hat{\rho}_n$ is a consistent estimator of $\rho$. For the approximate MSE of our GS2SLS estimator in the third stage, one may expect that it involves the asymptotic distributions of the first two stage estimators, since we use higher-order asymptotic theory for IV. However, it turns out that the variance of the dominant component related to the first two stage estimators in the expression for the GS2SLS estimator has a smaller order compared with other terms because of the i.i.d. property of $\epsilon_n$’s. As a result, the leading order component of the MSE does not depend on the asymptotic distributions of the first two stage estimators and the expression for the approximate MSE is similar to that in [3] except for the filter for spatial error dependence. However, for the CGS2SLS estimator, the expression for the approximate MSE is more complicated than that in [3], because the term resulting from the estimation error of the leading order bias involves the asymptotic distributions of the first two stage estimators and an additional term appears due to the estimation of the spatial autoregressive parameter in the error process.
As \( \tilde{Z}_{2n} \) is an unknown function of \( X_n, W_nX_n, W_n^2X_n, \text{ etc.} \), we may assume an infinite series approximation for \( \tilde{Z}_{2n} \), and, in practice, use a known \( n \times q \) matrix \( \psi_{q,n} \) to approximate \( Z_{2n} \), where \( \psi_{q,n} \) depends on \( X_n, W_nX_n \) and so on. To closely approximate \( \tilde{Z}_{2n} \) with a linear combination of \( \psi_{q,n} \), we may need a large column number \( q \) as well as appropriate form of \( \psi_{q,n} \). The instruments for \( W_ny_n \) can be based on \( \psi_{q,n} \). Denote the true parameters for \( \delta \) and \( \rho \) by \( \delta_0 \) and \( \rho_0 \) respectively. As model (1) represents an equilibrium model, \((I_n - \lambda_0W_n)\) can be assumed to be invertible, where \( I_n \) is the \( n \times n \) identity matrix. (The SAR model is known as a simultaneous equation model in the spatial literature because the outcomes are determined by the interactions of spatial units. By assuming \((I_n - \lambda_0W_n)\) to be invertible, we have the equilibrium vector \( y_n \).) Then, if \( ||\lambda_0W_n|| < 1 \) for some matrix norm \( || \cdot || \), the equilibrium vector \( y_n = (I_n - \lambda_0W_n)^{-1}(Z_{2n}\gamma_0 + u_n) \) can have an expansion \( \sum_{i=0}^{\infty} \lambda_i^n W_i^n (Z_{2n}\gamma_0 + u_n) \). Therefore, the instruments for \( W_ny_n \) can be \( W_n\psi_{q,n}, W_n^2\psi_{q,n} \) and so on, and the instruments for \( Z_n \) can be taken as the \( n \times K \) matrix 

\[
F_{K,n} = [\psi_{q,n}, W_n\psi_{q,n}, \ldots, W_n^p\psi_{q,n}]
\]

where \( K = (p + 1)q \geq m + 1 \). As an extension, we use the instrument matrix 

\[
Q_{K,n} = [F_{K,n}, M_nF_{K,n}]
\]

for \( Z_n(\tilde{\rho}_n) = (I_n - \tilde{\rho}_nM_n)Z_n \). (Due to technical difficulties in the presence of many IVs that involve estimated parameters in the literature, we do not use \((I_n - \tilde{\rho}_nM_n)F_{K,n}\) as the instrument matrix for \( Z_n(\tilde{\rho}_n) \) (see [15]). If \( W_n = M_n \), then \( M_nF_{K,n} \) generates some identical IVs as those in \( F_{K,n} \). In this case, we can simply take \( Q_{K,n} = [F_{K,n}, W_n^{p+1}\psi_{q,n}] \).) The asymptotic variance of the 2SLS estimator decreases when a linear combination of IVs approximates the conditional mean of the endogenous variables more closely. The efficiency (lower bound) of IV estimators is achieved when a linear combination of IVs approximates the conditional mean \[16\]. Under regularity conditions, a linear combination of \([I_n, W_n, W_n^2, \ldots, W_n^p]\) can approximate \((I_n - \rho W_n)^{-1}\) arbitrarily well as \( p \to \infty \). Thus, if a linear combination of \( \psi_{q,n} \) can approximate \( \tilde{Z}_{2n} \) well as \( n, q \to \infty \), a linear combination of \( Q_{K,n} \) can approximate \( Z_n(\tilde{\rho}_n) \) arbitrarily well in probability as \( n, p, q \to \infty \). On the other hand, if the number of instruments increases too fast relative to the sample size, they will lead to a bias of certain order for the corresponding IV estimators. The tradeoff between variance and bias can be summarized by the MSE of the estimator. So, minimizing the (approximated) MSE can reduce inaccurate inference due to the presence of many instruments. Following \[1\], we consider the case that the number of instruments \( K \) increases with, but at a rate slower than, the sample size \( n \), which facilitates the investigation of the high order asymptotics of the MSEs.

The rest of the paper is organized as follows. Section 2 establishes asymptotic properties of the GS2SLS and CGS2SLS estimators. Section 3 derives the approximated MSEs for the estimators and gives a criterion function to choose the optimal number of IVs using the approximated MSEs. Section 4 presents some Monte Carlo results on the performance of the instrumental variable selection procedure in finite samples. Section 5 concludes. A list of notations, lemmas and proofs are collected in the appendices.
2. Properties of the GS2SLS and CGS2SLS Estimators

We establish the properties of the GS2SLS and CGS2SLS estimators in this section. Let $R_n(\rho) = I_n - \rho M_n$, $G_n(\lambda) = W_n(I_n - \lambda W_n)$, $Z_n = \bar{Z}_n + \zeta_n$ with $\bar{Z}_n = E(Z_n)$, and $\|A\| = \sqrt{\text{tr}(A'A)}$ be the Frobenius matrix norm for a matrix $A$. UB stands for boundedness of the sequences of both row and column sum matrix norms for a sequence of matrices. For simplicity, denote $y_n(\rho) = R_n(\rho)y_n$, $Z_n(\rho) = R_n(\rho)Z_n$, $u_n(\rho) = R_n(\rho)u_n$, $Z_{2n}(\rho) = R_n(\rho)Z_{2n}$, $R_n = R_n(\rho_0)$, and $G_n = G_n(\lambda_0)$. As $y_n = (I_n - \lambda_0 W_n)^{-1}(Z_{2n}\gamma_0 + R_n^{-1}\epsilon_n)$, $\bar{Z}_n = [G_n\bar{Z}_{2n}\gamma_0, \bar{Z}_{2n}]$ and $\zeta_n = [G_nv_n\gamma_0 + G_nR_n^{-1}\epsilon_n, v_n]$. The following are some basic regularity conditions.

**Assumption 1.** The sequences of matrices $\{\epsilon_{ni}, v_{ni}\}$’s, $i = 1, \ldots, n$, are i.i.d. with mean zero, $E(\epsilon_{ni}^2) = \sigma_\epsilon^2$, $E(v_{ni}'\epsilon_{ni}) = \Sigma_v$ and $E(v_{ni}\epsilon_{ni}) = \Sigma_{ve}$. The moments $E(|\epsilon_{ni}|^{4+\tau}$, $E(||v_{ni}||^4$ and $E(||v_{ni}\epsilon_{ni}||^2$ are finite, where $\tau$ is some positive constant.

**Assumption 2.**
(i) The sequences of matrices $\{W_n\}$, $\{M_n\}$, $\{(I_n - \lambda_0 W_n)^{-1}\}$ and $\{R_n^{-1}\}$ are UB;
(ii) $W_n$ and $M_n$ have zero diagonals.

Since we use quadratic moments to estimate $\rho$ in model (1), the existence of a moment of $\epsilon_{ni}$ higher than the fourth order is required to properly apply the central limit theorem for linear-quadratic forms of disturbances in [17]. Some moment conditions are also imposed on $v_{ni}$ and $v_{ni}\epsilon_{ni}$ in Assumption 1. Assumption 2 (i), originated in [11,18], is a condition that bounds the degree of spatial dependence; Assumption 2 (ii) implies that no spatial unit is viewed as its own neighbor.

Let $F_{0,n}$ be a full rank $n \times k_f$ instrument matrix for $Z_n$ in the first stage of the GS2SLS estimation. The number $k_f$ of IVs is at least as large as the number $(m + 1)$ of columns of $Z_n$, but is fixed for all $n$. Denote $P_{F_n} = F_{0,n}'(F_{0,n}F_{0,n})^{-1}F_{0,n}'$, where $A^{-1}$ is a generalized inverse for the matrix $A$. The first stage 2SLS estimator for $\delta$ is $\delta_n = (Z_n'P_{F_n}Z_n)^{-1}Z_n'P_{F_n}y_n$. The following assumption about $F_{0,n}$ is maintained.

**Assumption 3.** The instrument matrix $F_{0,n}$ has full column rank $k_f \geq m+1$ for all $n$, $\lim_{n\to\infty} \frac{1}{n} F_{0,n}'F_{0,n}$ is finite and nonsingular, and $\lim_{n\to\infty} \frac{1}{n} F_{0,n}'\bar{Z}_n$ is finite and has full column rank, where $\bar{Z}_{2n}$ in $\bar{Z}_n$ has uniformly bounded elements.

**Proposition 1.** Under Assumptions 1–3, $\sqrt{n}(\delta_n - \delta_0) = (\frac{1}{n}Z_n'P_{F_n}\bar{Z}_n)^{-1}\frac{1}{\sqrt{n}}Z_n'P_{F_n}R_n^{-1}\epsilon_n + O_P(n^{-1/2}) \xrightarrow{d} N(0, \lim_{n\to\infty} (\frac{1}{n}Z_n'P_{F_n}\bar{Z}_n)^{-1}\frac{1}{\sqrt{n}}Z_n'P_{F_n}R_n^{-1}R_n^{-1}P_{F_n}\bar{Z}_n(\frac{1}{n}Z_n'P_{F_n}\bar{Z}_n)^{-1})$.

In the second stage of the GS2SLS estimation, we use a fixed number, say $k_d$, of quadratic moments to estimate $\rho$ in model (1). Let $g_n(\rho, \delta_n) = \frac{1}{n}[\epsilon_n(\rho, \delta_n)D_{n1}\epsilon_n(\rho, \delta_n), \ldots, \epsilon_n(\rho, \delta_n)D_{nk_d}\epsilon_n(\rho, \delta_n)]'$, where $\epsilon_n(\rho, \delta_n) = R_n(\rho)(y_n - Z_n\delta_n)$ and $n \times n$ matrices $D_{nj}$’s have zero traces. The $D_{nj}$’s can be, e.g., $M_n$ and $M_n^2 - I_n\text{tr}(M_n^2)/n$. We maintain the following regularity condition on $D_{nj}$.

**Assumption 4.** The sequences of matrices $\{D_{nj}\}$, $j = 1, \ldots, k_d$, have zero traces and are UB.

Consider a generalized moments estimator $\bar{\rho}_n$ of $\rho$, which is

\[
\bar{\rho}_n = \arg\min_{\rho \in [-a,a]} g_n'(\rho, \delta_n)g_n(\rho, \delta_n)
\]

(5)
for some $a \geq 1$ so that $[-a, a]$ contains $\rho_0$. It can be shown that $g_n'(\rho, \tilde{\delta}_n)g_n(\rho, \tilde{\delta}_n) - E g_n'(\rho, \delta_0)E g_n(\rho, \delta_0)$ converges to zero in probability uniformly over $[-a, a]$. For the identification of $\rho_0$, it requires $E g_n'(\rho, \delta_0)E g_n(\rho, \delta_0)$ to be zero uniquely at $\rho_0$. Let $A^* = A + A'$ for any square matrix $A$. Note that $E g_n(\rho, \delta_0) = \frac{\sigma^2}{2} E_n[(\rho_0 - \rho, (\rho_0 - \rho)^2)^T]$, where

$$
\Xi_n = \frac{1}{n} \begin{pmatrix}
\text{tr}[(M_n R_n^{-1})^s D_n^s]\text{tr}[(M_n R_n^{-1})^s D_n^1 (M_n R_n^{-1})]
\vdots
\text{tr}[(M_n R_n^{-1})^s D_n^s k_d]\text{tr}[(M_n R_n^{-1})^s D_n^s k_d (M_n R_n^{-1})]
\end{pmatrix}
$$

**Assumption 5.** The smallest eigenvalue of $\Xi_n^T \Xi_n$ is bounded away from zero.

Assumption 5 is satisfied if the limit of the $2 \times 2$ matrix $\Xi_n^T \Xi_n$ exists and is nonsingular. With Assumption 5, there exists some $\eta > 0$ such that $E g_n'(\rho, \delta_0)E g_n(\rho, \delta_0) > \eta$ for any $\rho \neq \rho_0$. Thus for any $\rho \neq \rho_0$, $g_n'(\rho, \tilde{\delta}_n)g_n(\rho, \tilde{\delta}_n) > \eta/2$ with probability approaching 1 as $n \to \infty$.

**Proposition 2.** Under Assumptions 1–5, $\hat{\rho}_n$ is a consistent estimator of $\rho_0$, and

$$
\sqrt{n}(\hat{\rho}_n - \rho_0) = \frac{1}{\sqrt{n}} (\epsilon_n^T D_n \epsilon_n + \mathbb{P}_n \epsilon_n) + O_P(n^{-1/2})
$$

is asymptotically normal with a finite variance, where

$$
D_n = \left(\frac{\sigma_2^2}{n^2} \sum_{j=1}^{k_d} \text{tr}^2(D_{n,j}^s M_n R_n^{-1})\right)^{-1} \sum_{j=1}^{k_d} \frac{1}{n} \text{tr}(D_{n,j}^s M_n R_n^{-1}) D_{n,j}
$$

and

$$
\mathbb{P}_n = -\left(\frac{\sigma_2^2}{n^2} \sum_{j=1}^{k_d} \text{tr}^2(D_{n,j}^s M_n R_n^{-1})\right)^{-1} \sum_{j=1}^{k_d} \frac{1}{n} \text{tr}(D_{n,j}^s M_n R_n^{-1}) \frac{1}{n} E(\epsilon_n^T D_{n,j}^s R_n \zeta_n)\left(\frac{1}{n} Z_n P_{F_n} Z_n \right)^{-1} Z_n P_{F_n} R_n^{-1}
$$

with $E(\epsilon_n^T D_{n,j}^s R_n \zeta_n) = [\text{tr}(D_{n,j}^s R_n G_n)\sigma_{ve} \gamma_0 + \sigma_z^2 \text{tr}(D_{n,j}^s R_n G_n R_n^{-1})], \text{tr}(D_{n,j}^s R_n)]$.

In the expression for $\sqrt{n}(\hat{\rho}_n - \rho_0)$ above, the term $\frac{1}{\sqrt{n}} \mathbb{P}_n \epsilon_n$ with the order $O_P(1)$ is due to the usage of the first stage estimator $\tilde{\delta}_n$. That is to say that the asymptotic distribution of $\tilde{\delta}_n$ has implication on the asymptotic distribution of $\hat{\rho}_n$.

We now consider the GS2SLS estimator using the transformed Equation (2). With the instrument matrix $Q_{K,n}$ in Equation (4), the GS2SLS estimator of $\delta$ is

$$
\hat{\delta}_{2sls,n} = [Z_n^T (\hat{\rho}_n) P_{K,n} Z_n (\hat{\rho}_n)]^{-1} Z_n^T (\hat{\rho}_n) P_{K,n} y_n (\hat{\rho}_n)
$$

where $P_{K,n} = Q_{K,n}(Q_{K,n}' Q_{K,n})^{-1} Q_{K,n}'$.

**Assumption 6.** (i) $\tilde{H} = \lim_{n \to \infty} H_n$, where $H_n = \frac{1}{n} \tilde{Z}_n(\rho_0) \tilde{Z}_n(\rho_0)$, is a finite nonsingular $(m+1) \times (m+1)$ matrix; (ii) for each $Q_{K,n}$ in Equation (4), there exists $\pi_{K,n}$ such that $\frac{1}{n} ||\tilde{Z}_n(\rho) - Q_{K,n} \pi_{K,n}||^2 \to 0$ as $n, K \to \infty$. 
Assumption 6 (i) gives a sufficient condition for the identification of \( \delta_0 \) in Equation (2); Assumption 6 (ii) requires \( Z_n(\rho) \) to be approximated arbitrarily well by a linear combination of \( Q_{K,n} \) for large enough \( K \) and \( n \), which is implied by Lemma 1 in Section B under some other basic assumptions. For analytical tractability, we maintain the following assumption.

**Assumption 7.** The elements of \( Q_{K,n} \) in Equation (4) are uniformly bounded constants, and \( \lim_{n \to \infty} \frac{1}{n} Q_{K,n}^t Q_{K,n} \) exists and is nonsingular for each \( K \).

The GS2SLS estimator \( \hat{\delta}_{2sls,n} \) is characterized by the first order condition \( \frac{1}{n} Z_n'(\hat{\rho}) P_{K,n} [y_n(\hat{\rho}) - Z_n(\hat{\rho}) \hat{\delta}_{2sls,n}] = 0 \). By a Taylor expansion of this condition at \( \delta_0 \), the first term is \( \frac{1}{n} Z_n'(\hat{\rho}) P_{K,n} u_n(\hat{\rho}) \), which has the dominant component \( \frac{1}{n} Z_n'(\rho_0) P_{K,n} \epsilon_n \) by Lemma 8. The expectation of this dominant component is \( \frac{1}{n} \Upsilon_{n}(K) \), where

\[
\Upsilon_{n}(K) = E(c_n^t R_n' P_{K,n} \epsilon_n) = [\text{tr}(\Gamma_{n,K,2}) \sigma_{ve} \gamma_0 + \sigma_{ve}^2 \text{tr}(\Gamma_{n,K,3}), \text{tr}(\Gamma_{n,K,1}) \sigma_{ve}]' = O(K)
\]  

with

\[
\Gamma_{n,K,1} = P_{K,n} R_n, \Gamma_{n,K,2} = P_{K,n} R_n G_n, \text{ and } \Gamma_{n,K,3} = P_{K,n} R_n G_n R_n^{-1}
\]

Thus when \( K/n \to c \neq 0 \), the GS2SLS estimator \( \hat{\delta}_{2sls,n} \) is generally inconsistent. When \( K/n \to 0 \), \( \hat{\delta}_{2sls,n} \) is consistent, but if the number of instruments \( K \) grows somehow fast relative to the sample size \( n \), the asymptotic distribution may not center at the true \( \delta_0 \). The following proposition provides more information on this issue.

**Proposition 3.** Under Assumptions I–7,

(i) if \( K/n \to c \neq 0 \), then \( \hat{\delta}_{2sls,n} - \delta_0 \xrightarrow{p} \lim_{n \to \infty} \tilde{b}_{n,K,1} \), where

\[
\tilde{b}_{n,K,1} = [Z_n'(\rho_0) Z_n(\rho_0) + \Omega_{n1}(K)]^{-1} \Upsilon_{n}(K) = O(K/n)
\]

with

\[
\Omega_{n1}(K) = E(c_n^t R_n' P_{K,n} R_n c_n)
\]

\[
= \gamma_0^2 \Sigma_v \gamma_0 \text{tr}(\Gamma_{\rho_0,K,2} \Gamma_{n,K,2}) + \sigma_{ve}^2 \text{tr}(\Gamma_{n,K,3}^t \Gamma_{n,K,3}) + 2 \sigma_{ve} \gamma_0 \text{tr}(\Gamma_{n,K,3}^t \Gamma_{n,K,2}) + \sigma_{ve}^2 \text{tr}(\Gamma_{n,K,2}^t \Gamma_{n,K,3})
\]

\[
\Sigma_v = \text{diag}(\text{tr}(\Gamma_{n,K,2}^t \Gamma_{n,K,2}), \text{tr}(\Gamma_{n,K,1}^t \Gamma_{n,K,1}))
\]

might converge to a nonzero constant;

(ii) if \( K/n \to 0 \), then \( \sqrt{n}(\delta_{2sls,n} - \delta_0 - b_{n,K}) \xrightarrow{d} N(0, \sigma_{ve}^2 H^{-1}) \), where

\[
b_{n,K} = [Z_n'(\rho_0) P_{K,n} Z_n(\rho_0)]^{-1} \Upsilon_{n}(K) = \tilde{b}_{n,K,2} + o_P(K/n)
\]

with \( \tilde{b}_{n,K,2} = [Z_n'(\rho_0) Z_n(\rho_0)]^{-1} \Upsilon_{n}(K) = O(K/n) \).

From the above proposition, when \( K/n \to 0 \), \( \hat{\delta}_{2sls,n} \) is consistent of \( \delta_0 \), but whether its asymptotic distribution is centered at \( \delta_0 \) or not depends on the ratio \( K/\sqrt{n} \) as \( \sqrt{n} b_{n,K} = O_P(K/\sqrt{n}) \). The following corollary shows various scenarios.
Corollary 1. Under Assumptions 1–7, 

(i) if $K^2/n \rightarrow 0$, \( \sqrt{n}(\hat{\delta}_{2sls,n} - \delta_0) \xrightarrow{d} N(0, \sigma^2 \tilde{H}^{-1}) \);

(ii) if $K^2/n \rightarrow c < \infty$ and $c \neq 0$, \( \sqrt{n}(\hat{\delta}_{2sls,n} - \delta_0 - \tilde{b}_{nK,2}) \xrightarrow{d} N(0, \sigma^2 \tilde{H}^{-1}) \);

(iii) if $K^2/n \rightarrow \infty$ but $K^{1+\eta}/n \rightarrow 0$ for some $0 < \eta < 1$, \( K^{\eta}(\hat{\delta}_{2sls,n} - \delta_0) \xrightarrow{p} 0 \).

When $K^2/n \rightarrow 0$, the number of instruments $K$ increases slow relative to the sample size $n$ and the asymptotic variance matrix $\sigma^2 \tilde{H}^{-1}$ achieves the efficiency lower bound for the class of IV estimators. When $K^2/n$ goes to a non-zero limit as $n$ goes to infinity, \( \sqrt{n}(\hat{\delta}_{2sls,n} - \delta_0) \) is centered at $\lim_{n \rightarrow \infty} \sqrt{n}\tilde{b}_{nK,2}$, which might be a non-zero finite constant and is a many instrument bias. Due to the spatial error dependence, the matrices $\Gamma_{nK,1}$, $\Gamma_{nK,2}$ and $\Gamma_{nK,3}$ in Equation (10) of the bias component in Equation (9) play important roles. Without spatial error dependence, these matrices reduce to $P_{K,n}$ and $P_{K,n}G_n$. Although the GS2SLS estimation is based on the spatial Cochrane–Orcutt transformed model (2), the asymptotic distribution of the estimator $\hat{\rho}_n$ in the transformation does not affect the asymptotic distribution of $\hat{\delta}_{2sls,n}$, as usual for the GS2SLS estimation.

To correct the many instrument bias, we consider a bias corrected estimator based on the estimation of the leading order bias $b_{n,K}$ in Equation (12). Let $Q_{0,n}$ be an instrument matrix with a fixed number of instruments and $P_{0,n} = Q_{0,n}(Q_{0,n}'Q_{0,n})^{-1}Q_{0,n}$. 

Assumption 8. The instrument matrix $Q_{0,n}$ has full column rank $k_q \geq m+1$ for all $n$, $\lim_{n \rightarrow \infty} \frac{1}{n}Q_{0,n}'Q_{0,n}$ is finite and nonsingular, and $\lim_{n \rightarrow \infty} \frac{1}{n}Q_{0,n}'Z_n(\rho_0)$ is finite and has full column rank.

The GS2SLS estimator

\[
\hat{\delta}_n = [Z_n'(\hat{\rho}_n)P_{0,n}Z_n(\hat{\rho}_n)]^{-1}Z_n'(\hat{\rho}_n)P_{0,n}y_n(\hat{\rho}_n)
\] (13)

and $\hat{\rho}_n$ together can be used to estimate $b_{n,K}$. Let $\tilde{\Gamma}_{nK,1} = P_{K,n}R_n(\hat{\rho}_n)$, $\tilde{\Gamma}_{nK,2} = P_{K,n}R_n(\hat{\rho}_n)G_n(\tilde{\lambda}_n)$, $\tilde{\Gamma}_{nK,3} = P_{K,n}R_n(\hat{\rho}_n)G_n(\tilde{\lambda}_n)R_n^{-1}(\hat{\rho}_n)$, $\tilde{\sigma}_\epsilon^2 = \frac{1}{n}(y_n - Z_n\hat{\delta}_n)'R_n'(\hat{\rho}_n)R_n(\hat{\rho}_n)(y_n - Z_n\hat{\delta}_n)$ and $\tilde{\sigma}_{ve} = \frac{1}{n}(y_n - Z_n\hat{\delta}_n)'R_n'(\hat{\rho}_n)Z_{2n}$. A bias-corrected GS2SLS (CGS2SLS) estimator is

\[
\hat{\delta}_{c2sls,n} = \hat{\delta}_{2sls,n} - \tilde{b}_{nK}
\] (14)

where $\tilde{b}_{nK} = [Z_n'(\hat{\rho}_n)P_{K,n}Z_n(\hat{\rho}_n)]^{-1}\tilde{\gamma}_n(K)$ with $\tilde{\gamma}_n(K) = [\text{tr}(\tilde{\Gamma}_{nK,2})\tilde{\sigma}_{ve}\tilde{\gamma}_n + \tilde{\sigma}_\epsilon^2 \text{tr}(\tilde{\Gamma}_{nK,3}), \text{tr}(\tilde{\Gamma}_{nK,1})\tilde{\sigma}_{ve}]'$.

Proposition 4. Under Assumptions 1–8, if $K/n \rightarrow 0$, then $\sqrt{n}(\hat{\delta}_{c2sls,n} - \delta_0) \xrightarrow{d} N(0, \sigma^2 \tilde{H}^{-1})$.

Note that the asymptotic distribution of $\hat{\delta}_{c2sls,n}$ in Equation (14) when $K/n \rightarrow 0$ is the same as that of $\hat{\delta}_{2sls,n}$ in Equation (8) when $K^2/n \rightarrow 0$. So the bias correction procedure has effectively relaxed some requirement on $K$ in order for the corrected estimator to have a properly centered asymptotic distribution. The asymptotic distributions of the initial estimators $\hat{\delta}_n$ in Equation (13) and $\hat{\rho}_n$ in Proposition 2 used for the bias correction do not enter into the asymptotic distribution of $\hat{\delta}_{c2sls,n}$ when only the first order asymptotic expansion is considered. But when we investigate the approximated MSE of $\hat{\delta}_{c2sls,n}$ later, as high order asymptotic expansions are considered, the asymptotic distributions of the estimators $\hat{\delta}_n$ and $\hat{\rho}_n$ used for the bias correction will generate additional terms for the approximated MSE.
3. Approximated MSE and Optimal \( K \)

For an estimator \( \hat{\delta}_n \) satisfying \( \sqrt{n}(\hat{\delta}_n - \delta_0) = \tilde{H}_n^{-1}\tilde{h}_n \), \cite{1} have derived a lemma that gives conditions on the decompositions of \( \tilde{H}_n \) and \( \tilde{h}_n \) such that the leading order term of the MSE depending on \( K \) is \( S_n(K) \), in the sense that

\[
n(\hat{\delta}_n - \delta_0)(\hat{\delta}_n - \delta_0)' = \hat{L}_n(K) + \hat{r}_n(K) \tag{15}
\]

where \( E[\hat{L}_n(K)] = \sigma^2 H_n^{-1} + S_n(K) + T_n(K) \), and \( T_n(K) \) and \( \hat{r}_n(K) \) are remainder terms that diminsh faster than \( S_n(K) \), such that \([\hat{r}_n(K) + T_n(K)]/tr(S_n(K)) = o_P(1) \) as \( K, n \to \infty \). A criterion function for the optimal \( K \) can be \( S_n(K) = \xi^i S_n(K) \xi \), the leading order MSE depending on \( K \) for a linear combination \( \xi^i \hat{\delta}_n \). In particular, one may use the unweighted version \( tr(S_n(K)) \) as a practical criterion. Let \( \hat{S}_n(K) \) be an estimator of \( S_n(K) \), then \( K \) can be chosen by minimizing the function \( \hat{S}_{n,\xi}(K) = \xi^i \hat{S}_n(K) \xi \).

In this section, we first derive the expression for \( S_n(K) \) for both the GS2SLS and CGS2SLS estimators and then show that the chosen \( K \) by minimizing \( \hat{S}_{n,\xi}(K) \) is asymptotically optimal in a sense in Equation (20) originated in \cite{1}. Intuitively, this indicates that the error in the use of the feasible \( \hat{S}_{n,\xi}(K) \) criterion in place of the actual ideal \( S_{n,\xi}(K) \) is asymptotically negligible.

**Assumption 9.**

(i) \( \frac{1}{K} \text{tr}(\Gamma_{nK,1}) \to c \), where \( c \neq 0 \), as \( n, K \to \infty \);

(ii) \( \max_j |\Gamma_{nK,j,i}| \to 0 \) for \( j = 1, 2, 3 \), as \( n, K \to \infty \), where \( \Gamma_{nK,j,i} \) is the \((i, i)\)th element of \( \Gamma_{nK,j} \);

(iii) \( \mu_3 = E(\varepsilon_n^3) = 0 \) and \( E(\varepsilon_n^2 v_n) = 0 \).

Assumption 9 (i) is for analytical tractability; Assumption 9 (ii) simplifies the expression for \( S_n(K) \) by imposing a restriction on the rate at which \( K \) increases with \( n \); Assumption 9 (iii) is also a condition that simplifies \( S_n(K) \). These simplifications are adopted in \cite{1,3}. (Without Assumption 9 (iii), \( S_n(K) \) for the GS2SLS will have an additional term \( \frac{1}{n} H_n^{-1} \{ \tilde{Z}_n^i(\rho_0)[E(\varepsilon_n^2 v_n)]^{\gamma_0} \text{vec}_D(\Gamma_{nK,1}) + \mu_3 \text{vec}_D(\Gamma_{nK,2}) \} \) + \( S_n(K) \) for the CGS2SLS has an additional term that is much more complicated due to the estimator of \( \rho \) in the second stage of the GS2LS estimation and its use to correct the many instrument bias. Without Assumption 9 (ii), \( S_n(K) \) for the GS2SLS is not affected, but \( S_n(K) \) for the CGS2SLS has an additional term. Those additional terms can be estimated along with other terms, but they are not included here for simplicity.)

**Proposition 5.** Under Assumptions 1–9, if \( K^2/n \to 0 \) and \( \sigma_{ve} \neq 0 \), then Equation (15) for the GS2SLS estimator \( \hat{\delta}_{2sls,n} \) is satisfied with

\[
S_n(K) = \frac{1}{n} H_n^{-1}[\sigma^2 \tilde{Z}_n^i(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) + \Omega_{n2}(K)]H_n^{-1} \tag{16}
\]

where \( \Omega_{n2}(K) = \Gamma_n(K) \bar{\Gamma}_n(K) \).

Note that \( S_n(K) \) above has a similar form as that in \cite{3} except for the transformation \( R_n \) involved due to the spatial error dependence. The \( S_n(K) \) has a similar interpretation as that in \cite{3}: \( \frac{1}{n} H_n^{-1} \tilde{Z}_n^i(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0)H_n^{-1} \) is a variance term, which becomes smaller as a linear combination of \( Q_{K,n} \), approximates the mean of \( \tilde{Z}_n(\rho_0) \) better; \( \frac{1}{n} H_n^{-1} \Omega_{n2}(K)H_n^{-1} \) is the leading order term in the MSE of \( \frac{1}{n} H_n^{-1} \tilde{Z}_n^i(\rho_0)P_{K,n} \tilde{Z}_n(\rho_0)H_n^{-1} \) with the dominant component being from its expectation, which stands for the many instrument bias and increases as \( K \) increases. The minimization of a criterion function \( \xi^i S_n(K) \xi \) thus takes into account the trade-off between the bias and variance.
Proposition 6. Under Assumptions 1–9, if $K/n \to 0$ and $\sigma_{ve} \neq 0$, then Equation (15) for the CGS2SLS estimator $\delta_{2sls,n}$ is satisfied with

$$S_n(K) = \frac{1}{n} H_n^{-1}[\sigma^2_\epsilon \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})\tilde{Z}_n(\rho_0)] + \Pi_{n1}(K) + \Pi_{n2}(K) + \Pi_{n3}(K) | H_n^{-1}$$  \hspace{1cm} (17)

where $\Pi_{n1}(K)$, $\Pi_{n2}(K)$ and $\Pi_{n3}(K)$ are given in Equations (21), (22) and (25) respectively.

The first term in Equation (17) is the same as that in Equation (16). The second term $\frac{1}{n} H_n^{-1} \Pi_{n1}(K) H_n^{-1}$ is the leading order term in the variance of $\frac{1}{\sqrt{n}} H_n^{-1}[\zeta_n R_n' P_{K,n} \xi_n - E(\zeta_n' R_n' P_{K,n} \xi_n)]$. The third term $\frac{2}{n} H_n^{-1} \Pi_{n2}(K) H_n^{-1}$ is due to the estimation error of the lead order bias of the GS2SLS estimator. This term becomes much more complicated than that for the SAR model because of the spatial error dependence. The last term $\frac{1}{n} H_n^{-1} \Pi_{n3}(K) H_n^{-1}$ is an additional term compared with $S_n(K)$ in [3], which is due to the estimation of $\rho$. (Thus, the $\bar{F}_n$ in $\Pi_{n2}(K)$ is from $\hat{\rho}_n$ used for the bias correction, and the $\bar{F}_n$ in $\Pi_{n3}(K)$ is from $\hat{\rho}_n$ in the spatial Cochrane–Orcutt transformation of the GS2SLS estimation.) The $S_n(K)$ is a sum of different variance terms, because the bias terms have smaller orders compared with the variance terms.

We now consider the estimation of $S_n,\xi(K) = \xi' S_n(K) \xi$. Estimators for the parameters in $S_n,\xi(K)$ can be constructed using a GS2SLS estimator. For the GS2SLS estimator, let the first stage IV matrix be $F_{K,n}$ with $\bar{K}$ instruments, the matrices for the quadratic moments in the second stage be $D_{n1}, \ldots, D_{n,k_d}$, and the last stage IV matrix be $Q_{K,n} = [F_{K,n}, M_n F_{K,n}]$. (The $\bar{K}$ needs to increase with $n$ so that the estimators for $\sigma_{ve}$, $\Sigma_v$ and $\bar{H}$ defined below are consistent.) Then the first stage estimator for $\delta$ is $\hat{\delta} = (Z_n' F_{\bar{K},n} Z_n)^{-1} Z_n' F_{\bar{K},n} y_n$, with $F_{\bar{K},n} = F_{K,n}(F_{\bar{K},n} F_{\bar{K},n})^{-1} F_{\bar{K},n}$, and the last stage estimator for $\delta$ is $\hat{\delta}_n = [Z_n(\hat{\rho}_n) P_{K,n} Z_n(\hat{\rho}_n)]^{-1} Z_n'(\hat{\rho}_n) P_{K,n} y_n(\hat{\rho}_n)$. An estimator for $\Omega_{n2}(K)$, $\hat{\Omega}_{n2}(K)$, can be derived by replacing the parameters with their respective estimators. An estimator for $H_n$ is $\hat{H}_n = \frac{1}{n} Z_n' Z_n(\hat{\rho}_n)$. For $\frac{1}{n} Z_n'(\rho_0) (I_n - P_{K,n}) Z_n(\rho_0)$, note that

$$\frac{1}{n} E[Z_n'(\rho_0) (I_n - P_{K,n}) Z_n(\rho_0)] = \frac{1}{n} E[(\tilde{Z}_n(\rho_0) + R_n \zeta_n)'(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) + R_n \zeta_n]$$

$$= \frac{1}{n} E[Z_n'(\rho_0) (I_n - P_{K,n}) Z_n(\rho_0)] + \frac{1}{n} E(\zeta_n' R_n' R_n \zeta_n) - \frac{1}{n} \Omega_{n1}(K)$$

where $\Omega_{n1}(K)$ is in Equation (11), thus $\frac{1}{n} Z_n'(\rho_0) (I_n - P_{K,n}) Z_n(\rho_0)$ can be estimated, up to an additive constant not depending on $K$, by $\frac{1}{n} Z_n'(\hat{\rho}_n) (I_n - P_{K,n}) Z_n(\hat{\rho}_n) + \frac{1}{n} \hat{\Omega}_{n1}(K)$, where $\hat{\Omega}_{n1}(K)$ is an estimator for $\Omega_{n1}(K)$, derived by replacing the parameters in $\Omega_{n1}(K)$ by their estimators. Hence, for the GS2SLS, $S_n,\xi(K) = \xi' S_n(K) \xi$ can be estimated, up to an additive constant not depending on $K$, by

$$\hat{S}_{n,\xi}(K) = \frac{1}{n} \xi' \hat{H}_n^{-1}[\sigma^2_\epsilon \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})\tilde{Z}_n(\rho_0) + \sigma^2_\epsilon \hat{\Omega}_{n1}(K) + \hat{\Pi}_{n2}(K)] \hat{H}_n^{-1} \xi$$  \hspace{1cm} (18)

Similarly, for the CGS2SLS, $S_n,\xi(K)$ can be estimated, up to an additive constant not depending on $K$, by

$$\hat{S}_{n,\xi}(K) = \frac{1}{n} \xi' \hat{H}_n^{-1}[\sigma^2_\epsilon \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})\tilde{Z}_n(\rho_0) + \sigma^2_\epsilon \hat{\Omega}_{n1}(K) + \hat{\Pi}_{n1}(K) + \hat{\Pi}_{n2}(K) + \hat{\Pi}_{n3}(K)] \hat{H}_n^{-1} \xi$$  \hspace{1cm} (19)
where $\hat{\Pi}_{n1}(K)$ is an estimator of $\Pi_{n1}(K)$ derived by replacing the parameters in $\Pi_{n1}(K)$ by their estimators, $\hat{\Pi}_{n2}(K)$ is given in Equation (26) and $\hat{\Pi}_{n3}(K)$ is given in Equation (27).

The optimal choice of $K$ is the minimizer $\hat{K}$ of $\hat{S}_{n,\xi}(K)$. The $\hat{K}$ is optimal in the sense that $S_{n,\xi}(\hat{K})$ is asymptotically as small as $\min_K S_{n,\xi}(K)$, i.e.,

$$
\frac{S_{n,\xi}(\hat{K})}{\min_K S_{n,\xi}(K)} \xrightarrow{p} 1
$$

(20)

**Assumption 10.** (i) $\sqrt{n}(\hat{\rho}_n - \rho_0) = O_P(1)$, $\hat{\delta}_n \xrightarrow{p} \delta_0$, $\hat{\sigma}_v^2 \xrightarrow{p} \sigma_v^2$, $\hat{\sigma}_{ve} \xrightarrow{p} \sigma_{ve}$ and $\hat{\Sigma}_v \xrightarrow{p} \Sigma_v$;

(ii) For the GS2SLS, $|S_{n,\xi}(K)|/(K^2/n + \Delta_{nK,1}) > c$, and for the CGS2SLS, $|S_{n,\xi}(K)|/(K/n + \Delta_{nK,1}) > c$, for some constant $c > 0$, where $\Delta_{nK,1} = \frac{1}{n} \text{tr}[Z_n(\rho_0)(I_n - P_{K,n})\bar{Z}_n(\rho_0)]$.

**Assumption 11.** For both the GS2SLS and CGS2SLS, $\sum_K [nS_{n,\xi}(K)]^{-1} \rightarrow 0$.

We assume the $\sqrt{n}$-consistency of $\hat{\rho}_n$ and consistency of other preliminary estimators in Assumption 10 (i). Assumption 10 (ii) and Assumption 11 are similar to those in [3]. For the GS2SLS, from the proof of Proposition 5, the trace of the positive semi-definite matrix $S_n(K)$ has exactly the same order as $(K^2/n + \Delta_{nK,1})$, then $S_{n,\xi}(K)$ has the order $O(K^2/n + \Delta_{nK,1})$. Assumption 10 (ii) requires $S_{n,\xi}(K)$ for the GS2SLS to have exactly the same order as $(K^2/n + \Delta_{nK,1})$. A similar condition on $S_{n,\xi}(K)$ for the CGS2SLS is imposed. Assumption 11 imposes a restriction on the set of possible $K$.

**Proposition 7.** Under Assumptions 1–11, for $\hat{K} = \arg \min_K \hat{S}_{n,\xi}(K)$, Equation (20) is satisfied for both the GS2SLS and CGS2SLS.

### 4. Monte Carlo Study

We demonstrate the finite sample performance of our instrument selection procedure with Monte Carlo experiments. Except for the additional spatial error dependence, most parts of the experimental design follow [3]. The model considered is

$$
y_n = \lambda_0 W_n y_n + \gamma_0 Z_{2n} + u_n, \quad u_n = \rho_0 M_n u_n + \epsilon_n, \quad Z_{2n} = X_n \beta_0 + \nu_n
$$

where $\epsilon_n = (\epsilon_{n1}, \ldots, \epsilon_{nm})'$, $\nu_n = (\nu_{n1}, \ldots, \nu_{nm})'$ and $Z_{2n}$ is a vector. The $(\epsilon_{ni}, \nu_{ni})$’s are i.i.d. normal with mean zero, $\epsilon_{ni}$ and $\nu_{ni}$ both have unit variance, and the correlation coefficient between $\epsilon_{ni}$ and $\nu_{ni}$ is $\sigma_{ve}$, which will be varied by design. In the experiments, $\gamma_0 = 1$, $\lambda_0 = 0.6$, and $\rho_0 = 0.1$ or 0.5. Elements of the $n \times \bar{q}$ matrix $X_n$ are random samples from the standard normal distribution. The specification implies a theoretical first stage coefficient of determination $R^2_j = \beta_0^2 / (\beta_0^2 + 1)$ (with the spatial dependence being ignored), according to [19]. The $\bar{q}$ will be designed later on.

As in [3], we consider two models with different specifications of $\beta_0$. In Model 1, the coefficients are decreasing, i.e., the $j$th element of $\beta_0$ is

$$
\beta_{0j} = c(\bar{q}) \left(1 - \frac{j}{\bar{q}}\right)^4, \text{ for } j = 1, \ldots, \bar{q}
$$

where $c(\bar{q})$ is chosen such that $R^2_j$ is equal to some specified value in the experiments; in Model 2, the coefficients are all equal, i.e.,

$$
\beta_{0j} = \sqrt{\frac{R^2_j}{\bar{q}(1 - R^2_j)}}, \text{ for } j = 1, \ldots, \bar{q}
$$
These two specifications stand for, respectively, the case that some instruments are more important than others and the other case that no instrument should be preferred over others [1]. In the experiments, $R_f^2$ is equal to 0.02 or 0.1, $\sigma_{\epsilon}$ is equal to 0.1, 0.5 or 0.9, and $n = 98$ or 490. The $W_n$ is a block diagonal matrix with each block in the diagonal being the row normalized matrix used for the study of crimes across 49 districts in Columbus, OH in [20]. The spatial weights matrix $M_n$ in the error process is set to be the same as the spatial weights matrix $W_n$. The number of Monte Carlo repetitions is 2000.

Let $X_n^q$ be a matrix consisting of the first $q$ columns of $X_n$, and $Q_{p,q} = [X_n^q, W_n X_n^q, \ldots, W_n^p X_n^q]$, for $p = 1, 2, \ldots, \bar{p}$ and $q = 1, 2, \ldots, \bar{q}$. For $n = 98$, we set $\bar{p} = 4$ and $\bar{q} = 5$; for $n = 490$, we set $\bar{p} = 10$ and $\bar{q} = 10$. The following estimators are considered:

(i) GS2SLS-min: the GS2SLS with $Q_{1,1}$ (as the instrument matrix in the third stage);
(ii) GS2SLS-max: the GS2SLS with $Q_{\bar{p},\bar{q}}$;
(iii) GS2SLS-op: the GS2SLS with $Q_{p,q}$, where $(p, q)$ minimizes $\hat{S}_{n,\xi}(K)$ in Equation (18) with $\xi = (1, 1)'$;
(iv) CGS2SLS-max: the CGS2SLS with $Q_{\bar{p},\bar{q}}$;
(v) CGS2SLS-op: the CGS2SLS with $Q_{p,q}$, where $(p, q)$ minimizes $\hat{S}_{n,\xi}(K)$ in Equation (19) with $\xi = (1, 1)'$.

The leading order bias for the CGS2SLS and the approximated MSEs are estimated using the GS2SLS with $Q_{2,\bar{q}}$ as the instrument matrix in the third stage. For all the GS2SLS and CGS2SLS estimators considered, the instrument matrix used in the first stage is $Q_{2,\bar{q}}$, and the matrices used for the quadratic moments in the second stage are $W_n$ and $W^2_n - I_n \text{tr}(W^2_n)/n$. (As $\bar{q}$ is relatively large compared with the sample size, for the first stage estimator of the GS2SLS estimation and the estimator for the bias correction, we use $p = 2$ as suggested by [11].)

For each estimator, the following robust measures of central tendency and dispersion are reported: (There are some outliers in the GS2SLS and CGS2SLS estimates, thus the mean and variance of the estimators are not reported.) the median bias (MB), the median of the absolute deviations (MAD), the difference between the 0.1 and 0.9 quantiles (DQ) in the empirical distribution, and the coverage rate (CR) of a nominal 95\% confidence interval.

The summary statistics of the estimators for Model 1 are reported in Tables 1–4. We first compare GS2SLS-min, GS2SLS-max and GS2SLS-op. The GS2SLS-max has the largest median bias in most cases, and the GS2SLS-op has the smallest median bias for half of the cases when $n = 98$ but it has the intermediate medium bias when $n = 490$. The GS2SLS-max has the smallest MAD and DQ in all cases, the GS2SLS-op of $\lambda_0$ has the intermediate MAD and DQ, and GS2SLS-op of $\gamma_0$ has the intermediate MAD and DQ when $R_f^2 = 0.02$ but largest MAD and DQ when $R_f^2 = 0.1$. The CR of GS2SLS-op is closest to the nominal level in most cases, while the CR of GS2SLS-max is significantly lower than the nominal level in many cases. The CGS2SLS-max generally reduces the bias of GS2SLS-max significantly, has similar magnitudes of MAD and DQ to those of GS2SLS-max, and has a CR closer to the nominal level compared with GS2SLS-max but still significantly lower than the nominal level in many cases. Compared with the GS2SLS-op, in most cases, the CGS2SLS-op has much larger MAD and DQ, similar CR, and has smaller median bias for $\lambda_0$ but larger median bias for $\gamma_0$. 

Table 1. Estimation of Model 1 with $R_i^2 = 0.02$ and $n = 98$.

<table>
<thead>
<tr>
<th>$\lambda_0 = 0.6$</th>
<th>$\gamma_0 = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB</td>
</tr>
<tr>
<td>$\rho_0 = 0.1$</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\nu \epsilon} = 0.1$</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.174</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.242</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.171</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.046</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.375</td>
</tr>
<tr>
<td>$\rho_0 = 0.5$</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\nu \epsilon} = 0.1$</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.157</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.156</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.129</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.008</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.190</td>
</tr>
<tr>
<td>$\rho_0 = 0.5$</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\nu \epsilon} = 0.5$</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.148</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.064</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.074</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.032</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>0.011</td>
</tr>
</tbody>
</table>
| GB: median bias; MAD: median of the absolute deviations; DQ: difference between the 0.1 and 0.9 quantiles; CR: coverage rate of a nominal 95% confidence interval.
Table 2. Estimation of Model 1 with $R^2_f = 0.1$ and $n = 98$.

<table>
<thead>
<tr>
<th>$\lambda_0 = 0.6$</th>
<th>$\gamma_0 = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB</td>
<td>MAD</td>
</tr>
<tr>
<td>(\sigma_{ve} = 0.1)</td>
<td>(\rho_0 = 0.1)</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.081</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.225</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.116</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.033</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.212</td>
</tr>
<tr>
<td>(\rho_0 = 0.5)</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.253</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.327</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.257</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.055</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.159</td>
</tr>
<tr>
<td>(\sigma_{ve} = 0.5)</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.197</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.268</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.217</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.087</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.047</td>
</tr>
</tbody>
</table>

MB: median bias; MAD: median of the absolute deviations; DQ: difference between the 0.1 and 0.9 quantiles; CR: coverage rate of a nominal 95% confidence interval.
Table 3. Estimation of Model 1 with $R^2_f = 0.02$ and $n = 490$.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_0 = 0.6$</th>
<th>$\gamma_0 = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB</td>
<td>MAD</td>
</tr>
<tr>
<td>$\sigma_{ve} = 0.1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_0 = 0.1$</td>
<td>0.124</td>
<td>0.348</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.245</td>
<td>0.040</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.158</td>
<td>0.210</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.023</td>
<td>0.056</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.326</td>
<td>0.433</td>
</tr>
<tr>
<td>$\rho_0 = 0.5$</td>
<td>0.145</td>
<td>0.322</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.156</td>
<td>0.031</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.117</td>
<td>0.166</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.014</td>
<td>0.035</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.128</td>
<td>0.269</td>
</tr>
<tr>
<td>$\rho_0 = 0.9$</td>
<td>0.143</td>
<td>0.271</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.067</td>
<td>0.016</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.089</td>
<td>0.183</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.038</td>
<td>0.019</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.011</td>
<td>0.163</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_{ve} = 0.5$</th>
<th>$\rho_0 = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB</td>
<td>MAD</td>
</tr>
<tr>
<td>$\rho_0 = 0.5$</td>
<td>0.241</td>
<td>0.333</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.338</td>
<td>0.029</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.248</td>
<td>0.220</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.057</td>
<td>0.079</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.241</td>
<td>0.530</td>
</tr>
<tr>
<td>$\rho_0 = 0.9$</td>
<td>0.241</td>
<td>0.266</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.265</td>
<td>0.025</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.230</td>
<td>0.163</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.106</td>
<td>0.038</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.077</td>
<td>0.292</td>
</tr>
<tr>
<td>$\rho_0 = 0.5$</td>
<td>0.218</td>
<td>0.263</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.184</td>
<td>0.012</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.204</td>
<td>0.161</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.142</td>
<td>0.015</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>0.111</td>
<td>0.151</td>
</tr>
</tbody>
</table>

MB: median bias; MAD: median of the absolute deviations; DQ: difference between the 0.1 and 0.9 quantiles; CR: coverage rate of a nominal 95% confidence interval.
Table 4. Estimation of Model 1 with $R^2_j = 0.1$ and $n = 490$.

<table>
<thead>
<tr>
<th>$\rho_0 = 0.1$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>$\gamma_0 = 1.0$</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\epsilon\gamma} = 0.1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\sigma_{\epsilon\gamma} = 0.5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_0 = 0.6$</td>
<td>MB</td>
<td>MAD</td>
<td>DQ</td>
<td>CR</td>
<td>MB</td>
<td>MAD</td>
<td>DQ</td>
<td>CR</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.032</td>
<td>0.154</td>
<td>0.801</td>
<td>0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.214</td>
<td>0.037</td>
<td>0.144</td>
<td>0.257</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.126</td>
<td>0.211</td>
<td>1.258</td>
<td>0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.007</td>
<td>0.044</td>
<td>0.176</td>
<td>0.970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>-0.172</td>
<td>0.301</td>
<td>3.807</td>
<td>0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_0 = 1.0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\gamma_0 = 1.0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.045</td>
<td>0.150</td>
<td>0.834</td>
<td>0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.165</td>
<td>0.031</td>
<td>0.121</td>
<td>0.290</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.097</td>
<td>0.221</td>
<td>1.402</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.029</td>
<td>0.035</td>
<td>0.139</td>
<td>0.967</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>-0.113</td>
<td>0.258</td>
<td>3.874</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.053</td>
<td>0.147</td>
<td>0.975</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.114</td>
<td>0.019</td>
<td>0.073</td>
<td>0.144</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.107</td>
<td>0.182</td>
<td>1.080</td>
<td>0.096</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.060</td>
<td>0.026</td>
<td>0.103</td>
<td>0.861</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>-0.046</td>
<td>0.216</td>
<td>2.924</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\text{MB}$: median bias; $\text{MAD}$: median of the absolute deviations; $\text{DQ}$: difference between the 0.1 and 0.9 quantiles; $\text{CR}$: coverage rate of a nominal 95% confidence interval.

Tables 5–8 report the summary statistics of the estimators for Model 2. Among GS2SLS-min, GS2SLS-max and GS2SLS-op, in most cases, the GS2SLS-max has the largest median bias, the GS2SLS-op of $\lambda_0$ has the smallest median bias, and the GS2SLS-op of $\gamma_0$ has the intermediate median bias. The GS2SLS-max has the smallest MAD and DQ, and the GS2SLS-op has the intermediate MAD and DQ. The CR of GS2SLS-op is closest to the nominal level, while the CR of GS2SLS-max is significantly lower than the nominal level in many cases. The performance of CGS2SLS-max for Model 2 is similar to that for Model 1. Compared with the GS2SLS-op, the CGS2SLS-op has much larger MAD and DQ in most cases, similar CR, and has smaller median bias in more than half of the cases when $\rho_0 = 0.5$ but larger median bias in most cases when $\rho_0 = 0.1$. 
Table 5. Estimation of Model 2 with $R_j^2 = 0.02$ and $n = 98$.

<table>
<thead>
<tr>
<th>$\lambda_0 = 0.6$</th>
<th>$\gamma_0 = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB</td>
<td>MAD</td>
</tr>
<tr>
<td>$\sigma_{\nu \epsilon} = 0.1$</td>
<td>$\rho_0 = 0.1$</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.246</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.250</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.198</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.055</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.391</td>
</tr>
<tr>
<td>$\sigma_{\nu \epsilon} = 0.5$</td>
<td>$\rho_0 = 0.5$</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.160</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.155</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.128</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.008</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.204</td>
</tr>
<tr>
<td>$\sigma_{\nu \epsilon} = 0.9$</td>
<td>$\rho_0 = 0.9$</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.160</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.155</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.128</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.008</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.204</td>
</tr>
</tbody>
</table>

MB: median bias; MAD: median of the absolute deviations; DQ: difference between the 0.1 and 0.9 quantiles; CR: coverage rate of a nominal 95% confidence interval.
Table 6. Estimation of Model 2 with $R^2_j = 0.1$ and $n = 98$.

<table>
<thead>
<tr>
<th>$\lambda_0 = 0.6$</th>
<th>$\gamma_0 = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB</td>
</tr>
<tr>
<td>$\sigma_{ve} = 0.1$</td>
<td></td>
</tr>
<tr>
<td>$\rho_0 = 0.1$</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.199</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.230</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.190</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.039</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.285</td>
</tr>
<tr>
<td>$\sigma_{ve} = 0.5$</td>
<td></td>
</tr>
<tr>
<td>$\rho_0 = 0.5$</td>
<td></td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.002</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.137</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.058</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.003</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.173</td>
</tr>
</tbody>
</table>

MB: median bias; MAD: median of the absolute deviations; DQ: difference between the 0.1 and 0.9 quantiles; CR: coverage rate of a nominal 95% confidence interval.
Table 7. Estimation of Model 2 with $R^2_f = 0.02$ and $n = 490$.

<table>
<thead>
<tr>
<th>$\lambda_0 = 0.6$</th>
<th>$\gamma_0 = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho_0 = 0.1$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_v\epsilon = 0.1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS2SLS-min</td>
<td>0.193</td>
<td>0.416</td>
<td>2.823</td>
<td>1.000</td>
<td>0.070</td>
<td>0.704</td>
<td>4.351</td>
<td>1.000</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.242</td>
<td>0.037</td>
<td>0.145</td>
<td>0.160</td>
<td>-0.100</td>
<td>0.093</td>
<td>0.351</td>
<td>0.967</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.169</td>
<td>0.218</td>
<td>1.220</td>
<td>0.998</td>
<td>0.014</td>
<td>0.347</td>
<td>1.673</td>
<td>1.000</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>-0.017</td>
<td>0.056</td>
<td>0.273</td>
<td>0.893</td>
<td>0.040</td>
<td>0.144</td>
<td>0.580</td>
<td>0.919</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.348</td>
<td>0.468</td>
<td>11.234</td>
<td>0.992</td>
<td>0.321</td>
<td>0.517</td>
<td>5.647</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS2SLS-min</td>
<td>0.130</td>
<td>0.354</td>
<td>2.272</td>
<td>1.000</td>
<td>0.259</td>
<td>0.652</td>
<td>3.957</td>
<td>1.000</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.154</td>
<td>0.031</td>
<td>0.120</td>
<td>0.389</td>
<td>0.316</td>
<td>0.078</td>
<td>0.297</td>
<td>0.557</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.104</td>
<td>0.171</td>
<td>0.980</td>
<td>1.000</td>
<td>0.349</td>
<td>0.288</td>
<td>1.408</td>
<td>0.999</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.015</td>
<td>0.033</td>
<td>0.136</td>
<td>0.977</td>
<td>0.303</td>
<td>0.132</td>
<td>0.502</td>
<td>0.581</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.153</td>
<td>0.293</td>
<td>3.525</td>
<td>1.000</td>
<td>0.405</td>
<td>0.384</td>
<td>2.560</td>
<td>0.999</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS2SLS-min</td>
<td>0.100</td>
<td>0.263</td>
<td>1.769</td>
<td>1.000</td>
<td>0.412</td>
<td>0.541</td>
<td>4.162</td>
<td>0.986</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.070</td>
<td>0.015</td>
<td>0.059</td>
<td>0.472</td>
<td>0.748</td>
<td>0.041</td>
<td>0.159</td>
<td>0.000</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.086</td>
<td>0.155</td>
<td>0.995</td>
<td>1.000</td>
<td>0.546</td>
<td>0.263</td>
<td>1.447</td>
<td>0.860</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.041</td>
<td>0.020</td>
<td>0.074</td>
<td>0.925</td>
<td>0.538</td>
<td>0.083</td>
<td>0.338</td>
<td>0.051</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.008</td>
<td>0.169</td>
<td>2.335</td>
<td>1.000</td>
<td>0.490</td>
<td>0.247</td>
<td>1.964</td>
<td>0.863</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS2SLS-min</td>
<td>0.322</td>
<td>0.398</td>
<td>2.574</td>
<td>0.997</td>
<td>-0.005</td>
<td>0.723</td>
<td>3.984</td>
<td>1.000</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.338</td>
<td>0.029</td>
<td>0.110</td>
<td>0.002</td>
<td>-0.115</td>
<td>0.099</td>
<td>0.382</td>
<td>0.940</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.271</td>
<td>0.243</td>
<td>1.508</td>
<td>0.976</td>
<td>-0.008</td>
<td>0.407</td>
<td>2.041</td>
<td>1.000</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.060</td>
<td>0.082</td>
<td>0.657</td>
<td>0.634</td>
<td>0.014</td>
<td>0.189</td>
<td>0.862</td>
<td>0.855</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.300</td>
<td>0.587</td>
<td>11.233</td>
<td>0.939</td>
<td>0.252</td>
<td>0.675</td>
<td>6.906</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS2SLS-min</td>
<td>0.251</td>
<td>0.281</td>
<td>1.692</td>
<td>0.997</td>
<td>0.291</td>
<td>0.661</td>
<td>3.651</td>
<td>1.000</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.263</td>
<td>0.025</td>
<td>0.096</td>
<td>0.004</td>
<td>0.306</td>
<td>0.082</td>
<td>0.307</td>
<td>0.553</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.239</td>
<td>0.172</td>
<td>1.055</td>
<td>0.971</td>
<td>0.337</td>
<td>0.295</td>
<td>1.385</td>
<td>0.998</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.104</td>
<td>0.038</td>
<td>0.181</td>
<td>0.576</td>
<td>0.302</td>
<td>0.140</td>
<td>0.554</td>
<td>0.580</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.086</td>
<td>0.316</td>
<td>6.578</td>
<td>0.984</td>
<td>0.375</td>
<td>0.373</td>
<td>2.944</td>
<td>0.999</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
<th>MB</th>
<th>MAD</th>
<th>DQ</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS2SLS-min</td>
<td>0.252</td>
<td>0.236</td>
<td>1.595</td>
<td>0.991</td>
<td>0.240</td>
<td>0.400</td>
<td>3.186</td>
<td>0.988</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.184</td>
<td>0.012</td>
<td>0.046</td>
<td>0.000</td>
<td>0.754</td>
<td>0.037</td>
<td>0.142</td>
<td>0.000</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.212</td>
<td>0.134</td>
<td>0.943</td>
<td>0.961</td>
<td>0.534</td>
<td>0.256</td>
<td>1.511</td>
<td>0.831</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.142</td>
<td>0.015</td>
<td>0.059</td>
<td>0.035</td>
<td>0.584</td>
<td>0.082</td>
<td>0.320</td>
<td>0.026</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>0.098</td>
<td>0.156</td>
<td>2.048</td>
<td>0.958</td>
<td>0.503</td>
<td>0.263</td>
<td>1.808</td>
<td>0.823</td>
</tr>
</tbody>
</table>

MB: median bias; MAD: median of the absolute deviations; DQ: difference between the 0.1 and 0.9 quantiles; CR: coverage rate of a nominal 95% confidence interval.
Table 8. Estimation of Model 2 with $R^2_f = 0.1$ and $n = 490$.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_0 = 0.6$</th>
<th></th>
<th>$\gamma_0 = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho_0 = 0.1$</td>
<td></td>
<td>$\sigma_v \epsilon = 0.1$</td>
</tr>
<tr>
<td></td>
<td>MB</td>
<td>MAD</td>
<td>DQ</td>
</tr>
<tr>
<td>$\sigma_v = 0.1$</td>
<td>0.138</td>
<td>0.318</td>
<td>1.886</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.215</td>
<td>0.038</td>
<td>0.147</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.123</td>
<td>0.241</td>
<td>1.339</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.008</td>
<td>0.044</td>
<td>0.182</td>
</tr>
<tr>
<td>CGS2SLS-min</td>
<td>-0.261</td>
<td>0.416</td>
<td>7.521</td>
</tr>
<tr>
<td></td>
<td>0.143</td>
<td>0.279</td>
<td>1.654</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.164</td>
<td>0.032</td>
<td>0.121</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.094</td>
<td>0.223</td>
<td>1.218</td>
</tr>
<tr>
<td>CGS2SLS-max</td>
<td>0.028</td>
<td>0.035</td>
<td>0.138</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.181</td>
<td>0.357</td>
<td>7.336</td>
</tr>
<tr>
<td>$\sigma_v = 0.5$</td>
<td>0.236</td>
<td>0.269</td>
<td>1.706</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.319</td>
<td>0.030</td>
<td>0.113</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.224</td>
<td>0.220</td>
<td>1.365</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.078</td>
<td>0.054</td>
<td>0.306</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.160</td>
<td>0.389</td>
<td>6.310</td>
</tr>
<tr>
<td>$\sigma_v = 0.9$</td>
<td>0.255</td>
<td>0.245</td>
<td>1.559</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.267</td>
<td>0.026</td>
<td>0.098</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.202</td>
<td>0.216</td>
<td>1.233</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.109</td>
<td>0.037</td>
<td>0.162</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>-0.112</td>
<td>0.372</td>
<td>7.572</td>
</tr>
<tr>
<td>$\rho_0 = 0.5$</td>
<td>0.250</td>
<td>0.200</td>
<td>1.235</td>
</tr>
<tr>
<td>GS2SLS-min</td>
<td>0.211</td>
<td>0.015</td>
<td>0.059</td>
</tr>
<tr>
<td>GS2SLS-max</td>
<td>0.186</td>
<td>0.160</td>
<td>0.987</td>
</tr>
<tr>
<td>GS2SLS-op</td>
<td>0.142</td>
<td>0.022</td>
<td>0.089</td>
</tr>
<tr>
<td>CGS2SLS-op</td>
<td>0.022</td>
<td>0.249</td>
<td>4.416</td>
</tr>
</tbody>
</table>

MB: median bias; MAD: median of the absolute deviations; DQ: difference between the 0.1 and 0.9 quantiles; CR: coverage rate of a nominal 95% confidence interval.

From the Monte Carlo results of both models, we can see that the proposed CGS2SLS estimator can effectively reduce the many instrument bias, and the estimators derived by choosing the number of instruments to minimize their respective approximated MSEs, GS2SLS-op and CGS2SLS-op, have coverage rates closer to the nominal level than the estimators using very few or many instruments, i.e., GS2SLS-op and CGS2SLS-op can make inference more reliable. Between GS2SLS-op and CGS2SLS-op, no one is always better than the other in terms of central tendency or coverage rate, but the GS2SLS-op has much smaller dispersion in most cases.

The summary statistics of the estimated $p$ and $q$ are presented in Tables 9 and 10. Consistent with [3], in most cases for both models, only the first spatial lag ($p = 1$) is used. For Model 1, in most cases, $\hat{q}$ is 1 or 2 with $n = 98$, and is larger with $n = 490$ but is smaller than the maximum number of instruments.
\( q = 10 \). For Model 2, \( \hat{q} \) tends to be larger, which might be due to the fact that the variables in \( X_n \) of Model 2 are equally important but the importance of the variables in \( X_n \) of Model 1 is in decreasing order. For both models, \( \hat{q} \) tends to be larger with a larger \( R_f^2 \).

### Table 9. The Distributions of \( \hat{p} \) and \( \hat{q} \) in Model 1.

<table>
<thead>
<tr>
<th>( R_f^2 = 0.02, \rho_0 = 0.1, \sigma_{ve} = 0.1 )</th>
<th>GS2SLS</th>
<th>CGS2SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 98 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{p} )</td>
<td>MO</td>
<td>LQ</td>
</tr>
<tr>
<td>MO</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LQ</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ME</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>UQ</td>
<td>( \rho_0 = 0.1 ), ( \sigma_{ve} = 0.5 )</td>
<td></td>
</tr>
<tr>
<td>( n = 490 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{p} )</td>
<td>MO</td>
<td>LQ</td>
</tr>
<tr>
<td>MO</td>
<td>( R_f^2 = 0.02, \rho_0 = 0.1, \sigma_{ve} = 0.1 )</td>
<td>1</td>
</tr>
<tr>
<td>LQ</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>ME</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>UQ</td>
<td>( \rho_0 = 0.1, \sigma_{ve} = 0.5 )</td>
<td>1</td>
</tr>
<tr>
<td>( R_f^2 = 0.02, \rho_0 = 0.1, \sigma_{ve} = 0.1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LQ</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>ME</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>UQ</td>
<td>( \rho_0 = 0.1, \sigma_{ve} = 0.5 )</td>
<td>1</td>
</tr>
<tr>
<td>( R_f^2 = 0.02, \rho_0 = 0.1, \sigma_{ve} = 0.1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>LQ</td>
<td>( \rho_0 = 0.1, \sigma_{ve} = 0.5 )</td>
<td>1</td>
</tr>
<tr>
<td>ME</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>UQ</td>
<td>( \rho_0 = 0.1, \sigma_{ve} = 0.5 )</td>
<td>1</td>
</tr>
</tbody>
</table>

MO: mode; LQ: 0.1 quantile; ME: median; UQ: 0.9 quantile.
Table 10. The Distributions of $\hat{p}$ and $\hat{q}$ in Model 2.

<table>
<thead>
<tr>
<th>GS2SLS</th>
<th>CGS2SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{p}$</td>
<td>$\hat{q}$</td>
</tr>
<tr>
<td>MO LQ ME UQ</td>
<td>MO LQ ME UQ</td>
</tr>
<tr>
<td>$n = 98$</td>
<td></td>
</tr>
<tr>
<td>$R^2_f = 0.02, \rho_0 = 0.1, \sigma_{ve} = 0.1$</td>
<td>1 1 1 4</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 1 4</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 4</td>
</tr>
<tr>
<td>$R^2_f = 0.02, \rho_0 = 0.5, \sigma_{ve} = 0.1$</td>
<td>1 1 1 4</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 1 4</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 4</td>
</tr>
<tr>
<td>$R^2_f = 0.1, \rho_0 = 0.1, \sigma_{ve} = 0.1$</td>
<td>1 1 1 4</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 1 3</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 2</td>
</tr>
<tr>
<td>$R^2_f = 0.1, \rho_0 = 0.5, \sigma_{ve} = 0.1$</td>
<td>1 1 1 3</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 1 3</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 2</td>
</tr>
<tr>
<td>$n = 490$</td>
<td></td>
</tr>
<tr>
<td>$R^2_f = 0.02, \rho_0 = 0.1, \sigma_{ve} = 0.1$</td>
<td>1 1 2 9</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 2 9</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 3</td>
</tr>
<tr>
<td>$R^2_f = 0.02, \rho_0 = 0.5, \sigma_{ve} = 0.1$</td>
<td>1 1 1 6</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 1 8</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 3.5</td>
</tr>
<tr>
<td>$R^2_f = 0.1, \rho_0 = 0.1, \sigma_{ve} = 0.1$</td>
<td>1 1 1 5</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 1 10</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 3</td>
</tr>
<tr>
<td>$R^2_f = 0.1, \rho_0 = 0.5, \sigma_{ve} = 0.1$</td>
<td>1 1 1 10</td>
</tr>
<tr>
<td>0.5</td>
<td>1 1 1 10</td>
</tr>
<tr>
<td>0.9</td>
<td>1 1 1 10</td>
</tr>
</tbody>
</table>

MO: mode; LQ: 0.1 quantile; ME: median; UQ: 0.9 quantile.

5. Conclusions

In this paper, we derive an approximated MSE of the GS2SLS estimator and a bias corrected GS2SLS (CGS2SLS) estimator for the SARAR model in the presence of endogenous variables and many instruments. We propose a instrument selection procedure by minimizing the approximated MSEs. Our Monte Carlo experiments show that the CGS2SLS can effectively correct the many instrument bias and the instrument selection procedure generally makes inference in finite samples more accurate.
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Appendix

A. Notations

\( A^* = A + A' \) for a square matrix \( A \).

\( ||A|| = \sqrt{tr(A'A)} \) is the Frobenius matrix norm for a matrix \( A \).

\( \text{vec}_D(A) \) is a column vector whose elements are the diagonal elements of a square matrix \( A \).

\( R_n = R_n(\rho_0) \) and \( G_n = G_n(\lambda_0) \), where \( R_n(\rho) = I_n - \rho M_n \) and \( G_n(\lambda) = W_n(I_n - \lambda W_n)^{-1} \).

\( y_n(\rho) = R_n(\rho) y_n, Z_{2n}(\rho) = R_n(\rho) Z_{2n}, Z_n(\rho) = R_n(\rho) Z_n \) and \( u_n(\rho) = R_n(\rho) u_n \).

\( Z_{2n} = \tilde{Z}_{2n} + v_n \), where \( \tilde{Z}_{2n} = E(Z_{2n}) \).

\( Z_n = [W_n y_n, Z_{2n}] = Z_n + \zeta_n \), where \( Z_n = E(Z_n) = [G_n \tilde{Z}_{2n} \gamma_0, \tilde{Z}_{2n}] \) and \( \zeta_n = [G_n v_n \gamma_0 + G_n R_n^{-1} \epsilon_n, v_n] \).

\( P_{K,n} = Q_{K,n} (Q_{K,n} Q_{K,n})^{-1} Q_{K,n}' \), where \( (Q_{K,n} Q_{K,n})^{-1} \) is a generalized inverse of \( Q_{K,n} Q_{K,n} \).

\( \Gamma_{n,K,1} = P_{K,n} R_n, \Gamma_{n,K,2} = P_{K,n} R_n G_n \) and \( \Gamma_{n,K,3} = P_{K,n} R_n G_n R_n^{-1} \).

\( \Delta_{n,K,1} = \frac{1}{n} \text{tr} [Z_n'(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0)] \) and \( \Delta_{n,K,2} = \frac{1}{n} \text{tr} [Z_n'(\rho_0)(I_n - P_{K,n}) M_n \tilde{Z}_n] \).

\( h_n = \frac{1}{\sqrt{n}} Z_n'(\rho_0) \epsilon_n \) and \( H_n = \frac{1}{n} Z_n'(\rho_0) \tilde{Z}_n(\rho_0) \).

For the GS2SLS,

\[
S_n(K) = \frac{1}{n} H_n^{-1} [\sigma^2 \tilde{Z}_n'(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) + \Omega_{n2}(K)] H_n^{-1}
\]

where

\[
\Omega_{n2}(K) = \Upsilon_n(K)' \Upsilon_n(K)
\]

with

\[
\Upsilon_n(K) = E(\zeta_n P_{K,n} \epsilon_n) = [\text{tr}(\Gamma_{n,K,2}) \sigma \epsilon + \sigma \epsilon \text{tr}(\Gamma_{n,K,3}), \text{tr}(\Gamma_{n,K,1}) \sigma \epsilon]'
\]

For the CGS2SLS,

\[
S_n(K) = \frac{1}{n} H_n^{-1} [\sigma^2 \tilde{Z}_n'(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) + \Pi_{n1}(K) + \Pi_{n2}(K) + \Pi_{n3}(K)] H_n^{-1}
\]

where \( \Pi_{n1}(K) \) is a symmetric matrix equal to

\[
\Pi_{n1}(K) = \left( \begin{array}{c}
\gamma_0^* \sigma \epsilon \sigma \epsilon \gamma_0 \text{tr}(\Gamma_{n,K,2}) + \sigma^2 \epsilon_0^* \Sigma \epsilon_0 \gamma_0 \text{tr}(\Gamma_{n,K,2} \Gamma_{n,K,2}^s) + \sigma^4 \epsilon_0^* \Sigma \epsilon_0 \gamma_0 \text{tr}(\Gamma_{n,K,3} \Gamma_{n,K,3}^s) + 2 \sigma^2 \epsilon_0^* \Sigma \epsilon_0 \gamma_0 \text{tr}(\Gamma_{n,K,2} \Gamma_{n,K,3}^s) \\
\sigma^2 \epsilon_0^* \Sigma \epsilon_0 \gamma_0 \text{tr}(\Gamma_{n,K,1}^s \Gamma_{n,K,2}) + \sigma^2 \Sigma \epsilon_0 \gamma_0 \text{tr}(\Gamma_{n,K,1}^s \Gamma_{n,K,2}) + \sigma^2 \Sigma \epsilon_0 \gamma_0 \text{tr}(\Gamma_{n,K,1}^s \Gamma_{n,K,1})
\end{array} \right)
\]

with the \((2,2)\)th block being \( \sigma \epsilon \sigma \epsilon \text{tr}(\Gamma_{n,K,1}^2) + \sigma^2 \Sigma \epsilon \text{tr}(\Gamma_{n,K,1}^2) \),

\[
\Pi_{n2}(K) = -[\Pi_{n2,1}(K), \Pi_{n2,2}(K)]' - 2 \sigma^2 \Omega_{n1}(K)
\]
where

\[
\Pi_{n1}(K) = E(\zeta_n R_n' P_{K,n} R_n \zeta_n) = \left(\gamma_0 \Sigma_v \gamma_0 \text{tr}(\Gamma_{n,K,2}' \Gamma_{n,K,2}) + \sigma_v^2 \text{tr}(\Gamma_{n,K,3}' \Gamma_{n,K,3}) + 2 \sigma_v \gamma_0 \text{tr}(\Gamma_{n,K,3}' \Gamma_{n,K,2}) \right) \Sigma_v \text{tr}(\Gamma_{n,K,1}' \Gamma_{n,K,1})
\]

\[
\Pi_{n2,1}(K) = V_{1n}[\sigma_v^2 \text{tr}(\Gamma_{n,K,3}' M_n R_n^{-1}) - 2 \sigma_v \text{tr}(P_{K,n} M_n G_n R_n^{-1}) - \text{tr}(P_{K,n} M_n G_n) \sigma_v \gamma_0] + V_{2n} \text{tr}(\Gamma_{n,K,2}' M_n) + 2 \sigma_v \text{tr}(\Gamma_{n,K,2}' \Gamma_{n,K,3}') + \text{tr}(\Gamma_{n,K,3}' \Gamma_{n,K,2}) \right) \Sigma_v \text{tr}(\Gamma_{n,K,1}' \Gamma_{n,K,1})
\]

and

\[
\Pi_{n2,2}(K) = -V_{1n} \sigma_v \text{tr}(P_{K,n} M_n) + V_{3n} \text{tr}(\Gamma_{n,K,1})
\]

with \(V_{1n} = \frac{\sigma_v^2}{n} \tilde{Z}_n(\rho_0) F_n, V_{2n} = \sigma_v^2 I_{m+1}\)

\[
V_{3n} = \frac{\sigma_v^2}{n} \tilde{Z}_n(\rho_0) \tilde{Z}_2n - \frac{\sigma_v^2}{n^2} \tilde{Z}_n(\rho_0) F_n \sigma_v \text{tr}(M_n R_n^{-1}) - \frac{\sigma_v^2}{n} \text{tr}(\tilde{Z}_n' R_n' \tilde{Z}_2n) + \left[\Sigma_v \gamma_0 \text{tr}(R_n G_n) + \sigma_v \text{tr}(G_n), \Sigma_v \text{tr}(R_n) \right]'
\]

and

\[
V_{4n} = -\frac{2 \sigma_v}{n^2} \tilde{Z}_n(\rho_0) F_n \text{tr}(M_n R_n^{-1}) - \frac{2 \sigma_v^2}{n} \text{tr}(R_n G_n) \sigma_v \gamma_0 + \sigma_v^2 \text{tr}(G_n), \sigma_v \text{tr}(R_n) \right]'
\]

and

\[
\Pi_{n3}(K) = -\frac{\sigma_v^2}{n^2} \left\{ \tilde{Z}_n(\rho_0) F_n \left[ E(u_n' M_n' P_{K,n} R_n \zeta_n) + E(\epsilon_n' P_{K,n} M_n \zeta_n) \right] \right\}^\ast
\]

with

\[
E(u_n' M_n' P_{K,n} R_n \zeta_n) = [\sigma_v \gamma_0 \text{tr}(R_n^{-1} M_n' \Gamma_{n,K,2}) + \sigma_v^2 \text{tr}(R_n^{-1} M_n' \Gamma_{n,K,3}), \sigma_v \text{tr}(R_n^{-1} M_n' \Gamma_{n,K,1})]
\]

and

\[
E(\epsilon_n' P_{K,n} M_n \zeta_n) = [\sigma_v \gamma_0 \text{tr}(P_{K,n} M_n G_n), \sigma_v^2 \text{tr}(P_{K,n} M_n G_n R_n^{-1}), \sigma_v \text{tr}(P_{K,n} M_n)]
\]

Let \(\hat{V}_{1n} = \frac{\sigma_v^2}{n} \tilde{Z}_n(\rho_n) \hat{F}_n, \hat{V}_{2n} = \hat{\sigma}_v^2 I_{m+1},\)

\[
\hat{V}_{3n} = \frac{\hat{\sigma}_v^2}{n} \left[ \tilde{Z}_n(\rho_n) Z_2n - \hat{E}(\zeta_n' R_n' v_n) \right] - \frac{\hat{\sigma}_v^2}{n^2} \tilde{Z}_n(\rho_n) \hat{F}_n \sigma_v \text{tr}(M_n R_n^{-1}) - \frac{\hat{\sigma}_v^2}{n} \tilde{Z}_n(\rho_n) \hat{F}_n \sigma_v \text{tr}(\hat{R}_n Z_2n)
\]

and

\[
\hat{V}_{4n} = -\frac{2 \hat{\sigma}_v^4}{n^2} \tilde{Z}_n(\rho_n) \hat{F}_n \text{tr}(M_n R_n^{-1}) - \frac{2 \hat{\sigma}_v^2}{n} \text{tr}(\hat{R}_n \hat{G}_n) \sigma_v \hat{\gamma}_n + \hat{\sigma}_v^2 \text{tr}(\hat{G}_n), \sigma_v \text{tr}(\hat{R}_n) \right]'
\]

where \(\hat{R}_n = R_n(\hat{\rho}_n), \hat{G}_n = G_n(\hat{\rho}_n), \hat{E}(\zeta_n' R_n' v_n) = [\hat{\Sigma}_v \hat{\gamma}_n \text{tr}(\hat{R}_n \hat{G}_n) + \hat{\sigma} \text{tr}(\hat{G}_n), \hat{\Sigma}_v \text{tr}(\hat{R}_n)]\) and \(\hat{F}_n\) is an estimator of \(F_n\) in (7) derived by replacing \(\tilde{Z}_n\) by \(Z_n\) and true parameters by their estimators. An estimation for \(\Pi_{n2}(K)\) is

\[
\hat{\Pi}_{n2}(K) = -[\hat{\Pi}_{n2,1}(K), \hat{\Pi}_{n2,2}(K)]^\ast - 2 \hat{\sigma}_v^2 \hat{\Omega}_{n1}(K)
\]

where \(\hat{\Pi}_{n2,1}(K), \hat{\Pi}_{n2,2}(K)\) and \(\hat{\Omega}_{n1}(K)\) are derived respectively from \(\Pi_{n2,1}(K), \Pi_{n2,2}(K)\) and \(\Omega_{n1}(K)\) by replacing \(V_{jn}\)’s by \(\hat{V}_{jn}\)’s and the rest of involved parameters by their respective estimators.
An estimator for $\Pi_{n3}(K)$ is
\[
\hat{\Pi}_{n3}(K) = -\frac{\hat{\sigma}_s^2}{n^2} \{ \bar{Z}_n'(\hat{\rho}_n)\hat{E}_n'[\hat{E}(u_n'M_n'P_{K,n}R_n\bar{\zeta}_n) + \hat{E}(\zeta_n'P_{K,n}M_n\bar{\zeta}_n)] \}^s
\]
where $\hat{E}(\zeta_n'P_{n}P_{K,n}M_n\bar{\epsilon}_n)$ and $\hat{E}(\zeta_n'M_n'P_{K,n}\epsilon_n)$ are derived by replacing the parameters in, respectively, $E(\zeta_n'P_{n}P_{K,n}M_n\bar{\epsilon}_n)$ and $E(\zeta_n'M_n'P_{K,n}\epsilon_n)$ by their estimators.

### B. Lemmas

The following lemma gives sufficient conditions under which $\bar{Z}_n(\rho)$ can be approximated arbitrarily well by a linear combination of $Q_{K,n}$ as $n, K \to \infty$. When the approximation of $\bar{Z}_n(\rho)$ becomes better as the number of instruments $K$ increases, the variance part of the MSE becomes smaller.

**Lemma 1.** Suppose that $\sup_n ||\lambda_0W_n||_\infty < 1$, elements of $\psi_{q,n}$ are uniformly bounded constants, and there exists $\pi_0^0$ such that $||\bar{Z}_{2n} - \psi_{q,n}\pi_0^0||_\infty \to 0$ as $n, q \to \infty$. Then, for $F_{K,n} = [\psi_{q,n}, W_n, \psi_{q,n}, \ldots, W_{p}\psi_{q,n}]$, where $p, q \to \infty$ as $n \to \infty$,

(i) there exists $\pi_{K,n}$ such that $\frac{1}{n}||\bar{Z}_n - F_{K,n}\pi_{K,n}||^2 \to 0$ as $n, K \to \infty$,

(ii) $\frac{1}{n}||\bar{Z}_n(\rho) - Q_{K,n}\pi_{K,n,1}||^2 \leq \frac{c}{n}||\bar{Z}_n - F_{K,n}\pi_{K,n}||^2$ for some $c > 0$, where $\pi_{K,n,1} = [\pi'_{K,n} - \rho_0\pi_{K,n}']'$, which implies that $\frac{1}{n}||\bar{Z}_n(\rho) - Q_{K,n}\pi_{K,n,1}||^2 \to 0$ as $n, K \to \infty$.

**Proof.** (i) is Lemma 2.1 in [3]. The argument is as follows. Let

\[
\pi_{K,n} = \begin{pmatrix}
0 & \ldots & \ldots & 0 \\
\lambda_0 \pi_0^0 \gamma_0 & \ldots & \ldots & \lambda_0 \pi_0^0 \gamma_0 \\
\lambda_0 \pi_0^0 \gamma_0 & \ldots & \ldots & \lambda_0 \pi_0^0 \gamma_0 \\
\lambda_0 \pi_0^0 \gamma_0 & \ldots & \ldots & \lambda_0 \pi_0^0 \gamma_0 \\
\end{pmatrix}
\]

Then, $F_{K,n}\pi_{K,n} = [W_n \sum_{j=0}^{p-1} \lambda_0^j W_n^j \psi_{q,n} \pi_0^0 \gamma_0 \psi_{q,n} \pi_0^0 \psi_{q,n} \pi_0^0 \gamma_0] = [I_n - \lambda_0^0 W_{p,n} - \psi_{q,n} \pi_0^0 \gamma_0, \psi_{q,n} \pi_0^0 \gamma_0]$ and

\[
\bar{Z}_n - F_{K,n}\pi_{K,n} = [\lambda_0^0 W_{p,n} G_n Z_{2n} \gamma_0 + (I_n - \lambda_0^p W_{p,n}) G_n (Z_{2n} - \psi_{q,n} \pi_0^0 \gamma_0, Z_{2n} - \psi_{q,n} \pi_0^0 \gamma_0)]
\]

Thus

\[
||\bar{Z}_n - F_{K,n}\pi_{K,n}||_\infty \\
\leq ||\lambda_0 W_n||_\infty ||G_n||_\infty ||\bar{Z}_{2n} \gamma_0||_\infty + (1 + ||\lambda_0 W_n||_\infty ||G_n||_\infty ||\bar{Z}_{2n} - \psi_{q,n} \pi_0^0 \gamma_0||_\infty ||\gamma_0||_\infty + ||\bar{Z}_{2n} - \psi_{q,n} \pi_0^0 \gamma_0||_\infty \\
\Rightarrow 0,
\]

as $n, p, q \to \infty$. Since $\frac{1}{n}||\bar{Z}_{2n} - \psi_{q,n} \pi_0^0 \gamma_0||_2 \leq (||\bar{Z}_{2n} - \psi_{q,n} \pi_0^0 \gamma_0||_\infty)^2$, the result follows.

(ii) Let $R_{1,n}^r(\rho)R_{1,n}(\rho)$ be an eigenvalue-eigenvector decomposition, where $R_{2,n}(\rho)$ is a diagonal matrix whose diagonal elements are the eigenvalues of $R_{1,n}^r(\rho)R_{1,n}(\rho)$ and $R_{1,n}(\rho)$ is an orthonormal matrix whose columns are eigenvectors of $R_{1,n}^r(\rho)R_{1,n}(\rho)$. Then,

\[
\frac{1}{n}||\bar{Z}_n(\rho) - Q_{K,n}\pi_{K,n,1}||^2 = \frac{1}{n}||R_{1,n}(\rho)(\bar{Z}_n - F_{K,n}\pi_{K,n})||^2 \\
= \frac{1}{n} \text{tr}[(\bar{Z}_n - F_{K,n}\pi_{K,n})' R_{1,n}^r(\rho)R_{1,n}(\rho)(\bar{Z}_n - F_{K,n}\pi_{K,n})] \\
= \frac{1}{n} \text{tr}[(\bar{Z}_n - F_{K,n}\pi_{K,n})' R_{1,n}(\rho)R_{2,n}(\rho)R_{1,n}(\rho)(\bar{Z}_n - F_{K,n}\pi_{K,n})] \\
\leq \frac{1}{n} \text{tr}[(\bar{Z}_n - F_{K,n}\pi_{K,n})' (\bar{Z}_n - F_{K,n}\pi_{K,n})]
\]
where \( r_{n,\text{max}} \) is the largest eigenvalue of \( R'_n(\rho)R_n(\rho) \). By the spectral radius theorem,

\[
  r_{n,\text{max}} \leq ||R'_n(\rho)R_n(\rho)||_\infty \leq ||R'_n(\rho)||_\infty ||R_n(\rho)||_\infty \leq c
\]

for some \( c > 0 \) and all \( n \). Thus (ii) holds.

The following lemma, Lemma A.1 in [1], gives conditions on the decomposition of an estimator, such that the dominant component of the MSE depending on the number of instruments can be derived.

**Lemma 2.** For an estimator given by \( \sqrt{n}(\delta_n - \delta_0) = \hat{H}_n^{-1}h_n \), suppose that there is a decomposition, \( \hat{h}_n = h_n + T_n^h + Z_n^h, \hat{H}_n = H_n + T_n^H + Z_n^H \),

\[
(h_n + T_n^h)(h_n + T_n^h)' - h_nh_n'^{-1}T_n^hT_n^H - T_n^Hh_nh_n' = \hat{A}_n(K) + Z_n^A(K)
\]

such that

(i) \( T_n^h = o_p(1) \), \( h_n = O_p(1) \), \( H_n = O(1) \),

(ii) the determinant of \( H_n \) is bounded away from zero,

(iii) \( \rho_{K,n} = \text{tr}(S_n(K)) = o(1) \),

(iv) \( ||T_n^H||^2 = o_p(\rho_{K,n}) \), \( ||T_n^h|| ||T_n^H|| = o_p(\rho_{K,n}) \), \( ||Z_n^h|| = o_p(\rho_{K,n}) \), \( ||Z_n^H|| = o_p(\rho_{K,n}) \), \( Z_n^A(K) = o_p(\rho_{K,n}) \).

(v) \( E[\hat{A}_n(K)] = \sigma_2^2H_n + H_nS_n(K)H_n + o(\rho_{K,n}) \).

Then (15) is satisfied.

**Lemma 3.** Let \( A_n = [a_{n,ij}] \) and \( B_n = [b_{n,ij}] \) be \( n \times n \) matrices, then

(i) \( E(\epsilon'_nA_nv_n) = \sigma_{ve}\text{tr}(A_n) \),

(ii) \( E(\epsilon'_nA_n\epsilon_n) = \sigma_{ve}^2\text{tr}(A_n) \),

(iii) \( E(\epsilon'_nv_nA_nv_n) = \Sigma_v\text{tr}(A_n) \),

(iv) \( E(\epsilon'_nA_n\epsilon_nB_nv_n) = [E(\epsilon'_n\epsilon_nv_nv_n) - 2\sigma_{ve}\sigma_{ve} - \sigma_{ve}^2\Sigma_v] \text{vec}_D'(A_n)\text{vec}_D(B_n) + \sigma_{ve}^2\Sigma_v\text{tr}(A_n)\text{tr}(B_n) + \text{tr}(A_nB_n^2)] + \Sigma_v^2\text{tr}(A_n)\text{tr}(B_n) \),

(v) \( E(\epsilon'_nA_n\epsilon_nB_nv_n) = [E(\epsilon'_n\epsilon_nv_nv_n) - 3\sigma_{ve}^2] \text{vec}_D'(A_n)\text{vec}_D(B_n) + \sigma_{ve}^2\text{tr}(A_n)\text{tr}(B_n) + \text{tr}(A_nB_n^2)] \),

(vi) \( E(\epsilon'_nA_n\epsilon_nB_nv_n) = (\mu_4 - 3\sigma_{ve}^4) \text{vec}_D'(A_n)\text{vec}_D(B_n) + \sigma_{ve}^4\text{tr}(A_n)\text{tr}(B_n) + \text{tr}(A_nB_n^2)] \),

(vii) \( E(\epsilon'_nA_n\epsilon_nB_nv_n) = [E(\epsilon'_n\epsilon_nv_nv_n)^2 - \Sigma_v^2 - E(\epsilon'_n\epsilon_nv_nv_n\epsilon'_n\epsilon_nv_n) - E(\epsilon'_n\epsilon_nv_n)^2] \text{vec}_D'(A_n)\text{vec}_D(B_n) + \Sigma_v^2\text{tr}(A_n)\text{tr}(B_n) + E(\epsilon'_n\epsilon_nv_n)^2\text{tr}(A_nB_n^2) \).

**Proof.** For (i)–(iii), we only prove (i), as the other two follow similarly; for (iv)–(vii), we only prove (iv) for the same reason.

For (i), \( \epsilon'_nA_nv_n = \sum_{i=1}^n a_{n,ii}\epsilon_nv_n + \sum_{i=1}^n \sum_{j \neq i} a_{n,ij}\epsilon_n\epsilon_nv_n \). As \( E(\epsilon_nv_nv_n) = \sigma_{ve}^2 \) and \( E(\epsilon_n\epsilon_nv_n) = 0 \) for \( i \neq j \), the result follows. For (iv),

\[
E(\epsilon'_nA_n\epsilon_nB_nv_n) = \sum_{i=1}^n \sum_{j=1}^n \sum_{r=1}^n \sum_{s=1}^n a_{n,ij}b_{n,rs}E(\epsilon'_nv_nv_n\epsilon_nv_n)
\]
where $E(v_i'v_{ni}\epsilon_{nj}\epsilon_{nv}) \neq 0$ in one of the following situations: $i = j = r = s$; $i = j$ and $r = s$, but $i \neq r$; $i = r$ and $j = s$, but $i \neq j$; $i = s$ and $r = j$, but $i \neq j$. Then

$$E(v_i' A_n \epsilon_n' B_n v_n)$$

$$= \sum_{i=1}^{n} a_{ni,ii} b_{ni,ii} E(v_i' v_{ni}\epsilon_{nii}^2) + \sum_{i=1}^{n} \sum_{j \neq i} E[(a_{ni,ij} b_{nj,ji} + a_{ni,ji} b_{nj,ij}) v_i' v_{ni}\epsilon_{nj} + a_{ni,ij} b_{nj,ji} v_i' v_{ni}\epsilon_{nj}^2]$$

$$= [E(\epsilon_i^2 v_i' v_{ni}) - 3\sigma_{ve}^2 \epsilon_{vi}^2] vec_D(A_n) vec_D(B_n) + \sigma_{ve}^2 \epsilon_{vi}^2 [tr(A_n) tr(B_n) + tr(A_n B_n')]$$

$$+ \sigma_{vi}^2 \epsilon_{vi}^2 tr(A_n B_n)$$

\[\square\]

**Lemma 4.** Suppose that $n \times n$ matrices $\{A_n\}$ and $\{B_n\}$ are UB, $C_n = P_{K,n} A_n = [c_{n,ij}]$ and $D_n = P_{K,n} B_n = [d_{n,ij}]$. Then

(i) $tr(P_{K,n}) = K$,

(ii) $|tr(C_n)| = O(K)$, $|tr(C_n^2)| = O(K)$ and $\sum_{i=1}^{n} c_{n,ii}^2 = O(K)$,

(iii) $|tr(C_n D_n)| = O(K)$ and $\sum_{i=1}^{n} c_{n,ii} d_{n,ii} = O(K)$.

**Proof.** (i) and (ii) are Lemma B.2 in [21]; (iii) By the Cauchy–Schwarz inequality,

$$tr^2(C_n D_n) \leq tr(C_n C_n') tr(D_n D_n')$$

and

$$\left(\sum_{i=1}^{n} c_{n,ii} d_{n,ii}\right)^2 \leq \sum_{i=1}^{n} c_{n,ii}^2 \sum_{i=1}^{n} d_{n,ii}^2$$

where $tr(C_n C_n') = tr(P_{K,n} A_n A_n')$ and $tr(D_n D_n') = tr(P_{K,n} B_n B_n')$, thus the results follow by (ii). \[\square\]

**Lemma 5.** Suppose that $\{A_n\}$ and $\{B_n\}$ are $n \times n$ matrices that are UB and $C_n = A_n P_{K,n} B_n$, then

(i) $\frac{1}{n} v_n' A_n \epsilon_n = O_P(1)$, $\frac{1}{n} v_n' A_n v_n = O_P(1)$, and $\frac{1}{n} v_n' A_n v_n = O_P(1)$;

(ii) $\frac{1}{\sqrt{n}} [E(\epsilon_n' A_n \epsilon_n) - E(\epsilon_n' A_n v_n)] = O_P(1)$, $\frac{1}{\sqrt{n}} [E(\epsilon_n' A_n v_n - E(\epsilon_n' A_n v_n))] = O_P(1)$, and $\frac{1}{\sqrt{n}} [v_n' A_n v_n - E(v_n' A_n v_n)] = O_P(1)$;

(iii) $\frac{1}{\sqrt{n}} [E(\epsilon_n' C_n \epsilon_n) - E(\epsilon_n' C_n v_n)] = O_P(\sqrt{K/n})$, $\frac{1}{\sqrt{n}} [v_n' C_n v_n - E(\epsilon_n' C_n v_n)] = O_P(\sqrt{K/n})$, and $\frac{1}{\sqrt{n}} [v_n' C_n v_n - E(v_n' C_n v_n)] = O_P(\sqrt{K/n})$.

**Proof.** All the results follow by Chebyshev’s inequality and Lemmas 3–4. We only prove the last result in (iii). Let $e_i$ be the $i$th column of the $m \times m$ identity matrix. Then the variance of the $(i, j)$th element of $[v_n' C_n v_n - E(v_n' C_n v_n)]$ is $\frac{1}{n} E(e_i' [v_n' C_n v_n - E(v_n' C_n v_n)] e_j' [v_n' C_n v_n - E(v_n' C_n v_n)] e_j)$, which is smaller than or equal to

$$\frac{1}{n} E(e_i' [v_n' C_n v_n - E(v_n' C_n v_n)] [v_n' C_n v_n - E(v_n' C_n v_n)] e_i$$

$$= \frac{1}{n} e_i' E(v_n' C_n v_n - E(v_n' C_n v_n)) E(v_n' C_n v_n) e_i$$

$$= O(K/n)$$

by Lemmas 3–4. Thus, the $(i, j)$th element of $\frac{1}{\sqrt{n}} [e_i' C_n v_n - E(e_i' C_n v_n)]$ is $O_P(\sqrt{K/n})$ by Chebyshev’s inequality. The result follows as $i$ and $j$ are arbitrary. \[\square\]
Lemma 6. Suppose that \( \{A_n\} \) is a sequence of \( n \times n \) matrices that are bounded in the column sum matrix norm, the elements of the \( n \times k \) matrix \( C_n \) are uniformly bounded, and \( \epsilon_n \)’s in \( \epsilon_n = (\epsilon_{n1}, \ldots, \epsilon_{nm})' \) are i.i.d. with zero mean and finite variance \( \sigma^2 \). Then \( \frac{1}{\sqrt{n}} C_n' A_n \epsilon_n = O_P(1) \).

Furthermore, if the limit of \( \frac{1}{\sqrt{n}} C_n' A_n A_n' C_n \) exists and is positive definite, then

\[
\frac{1}{\sqrt{n}} C_n' A_n \epsilon_n \xrightarrow{d} N(0, \lim_{n \to \infty} \frac{\sigma^2}{n} C_n' A_n A_n' C_n)
\]

Proof. See [22].

The following two lemmas show the orders of relevant terms in deriving the decompositions for the GS2SLS and CGS2SLS estimators.

Lemma 7. Suppose that \( n \times n \) matrices \( \{A_n\} \) are UB, then

(i) \( \Delta_{nK,1} = \frac{1}{n} \text{tr}[Z_n'(\rho_0)(I_n - P_{K,n})Z_n(\rho_0)] = o(1) \),

(ii) \( \Delta_{nK,2} = \frac{1}{n} \text{tr}[Z_n'M_n'(I_n - P_{K,n})M_n Z_n] = o(1) \),

(iii) \( \frac{1}{n} ||Z_n'M_n'(I_n - P_{K,n})Z_n(\rho_0)|| = O(\sqrt{\Delta_{nK,1}\Delta_{nK,2}}) \) and \( \frac{1}{n} ^{1/2} Z_n'M_n'(I_n - P_{K,n})A_n Z_n(\rho_0) = O(\sqrt{\Delta_{nK,2}}) \),

(iv) \( \frac{1}{\sqrt{n}} Z_n'(\rho_0)(I_n - P_{K,n})A_n \epsilon_n = O_P(\Delta_{nK,1}^{1/2}) \), \( \frac{1}{\sqrt{n}} Z_n'(\rho_0)(I_n - P_{K,n})A_n v_n = O_P(\Delta_{nK,2}^{1/2}) \) and \( \frac{1}{\sqrt{n}} Z_n'M_n'(I_n - P_{K,n})A_n v_n = O_P(\Delta_{nK,2}^{1/2}) \),

(v) \( \frac{1}{n} \text{tr}[Z_n'M_n'(I_n - P_{K,n})A_n A_n'(I_n - P_{K,n})M_n Z_n] = O(\Delta_{nK,2}) \),

(vi) \( \sqrt{\Delta_{nK,1}/n} = o(K/n + \Delta_{nK,1}) \), \( \sqrt{\Delta_{nK,2}/n} = o(K/n + \Delta_{nK,2}) \), \( \sqrt{K\Delta_{nK,1}/n} = o(K^2/n + \Delta_{nK,1}) \) and \( \sqrt{K\Delta_{nK,2}/n} = o(K^2/n + \Delta_{nK,2}) \).

Proof. (i) By Assumption 6, there exists \( \pi_{K,n} \) such that \( \frac{1}{n} ||Z_n(\rho_0) - Q_{K,n}\pi_{K,n}||^2 \to 0 \) as \( n, K \to \infty \). Then

\[
\Delta_{nK,1} = \frac{1}{n} \text{tr}[(Z_n(\rho_0) - Q_{K,n}\pi_{K,n})'(I_n - P_{K,n})(Z_n(\rho_0) - Q_{K,n}\pi_{K,n})]
\]

\[= \frac{1}{n} \text{tr}[(Z_n(\rho_0) - Q_{K,n}\pi_{K,n})'(\tilde{Z}_n(\rho_0) - Q_{K,n}\pi_{K,n})]
\]

\[= \frac{1}{n} ||\tilde{Z}_n(\rho_0) - Q_{K,n}\pi_{K,n}||^2
\]

\[= o(1)
\]

(ii) As \( \rho M_n Z_n = \tilde{Z}_n(\rho) \), there exist \( \pi_{nK,1} \) such that \( \frac{1}{n} ||M_n\tilde{Z}_n - Q_{K,n}\pi_{nK,1}||^2 \to 0 \) as \( n, K \to \infty \). Then (ii) holds by an argument similar to that for (i).

(iii) By the Cauchy–Schwarz inequality,

\[
\left|\frac{1}{n} e_i' \tilde{Z}_n M_n'(I_n - P_{K,n})\tilde{Z}_n(\rho_0)e_j\right|^2 \leq \frac{1}{n} e_i' \tilde{Z}_n M_n'(I_n - P_{K,n})M_n \tilde{Z}_n e_i \cdot \frac{1}{n} e_j' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})\tilde{Z}_n(\rho_0)e_j
\]

\[\leq \Delta_{nK,1}\Delta_{nK,2}
\]

where \( e_i \) denotes the \( i \)-th column of the \( (m+1) \times (m+1) \) identity matrix. Thus the first result follows. The second result in (iii) follows by

\[
\left|\frac{1}{n} e_i' \tilde{Z}_n M_n'(I_n - P_{K,n})A_n \tilde{Z}_n(\rho_0)e_j\right|^2 \leq \frac{1}{n} e_i' \tilde{Z}_n M_n'(I_n - P_{K,n})M_n \tilde{Z}_n e_i \cdot \frac{1}{n} e_j' \tilde{Z}_n'(\rho_0)A_n A_n \tilde{Z}_n(\rho_0)e_j
\]

\[= O(\Delta_{nK,2})
\]
(iv) By Chebyshev’s inequality,
\[
P(\frac{1}{\sqrt{n}} e_i' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})A_n \epsilon_n > \eta) \leq \frac{\sigma_i^2}{n \eta^2} e_i' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})A_n A_n'(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) e_i
\]
for some \( \eta > 0 \). Let \( A_n A_n' = A_{1n} A_{2n} A_{1n}' A_{2n}' \), where \( A_{1n} \) is an orthonormal matrix whose columns are \( A_n A_n' \)'s eigenvectors and \( A_{2n} \) is a diagonal matrix with the diagonal elements being \( A_n A_n' \)'s eigenvalues. Then
\[
\frac{1}{n} e_i' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})A_n A_n'(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) e_i
\]
\[
= \frac{1}{n} e_i' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})A_{1n} A_{2n} A_{1n}' A_{2n}'(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) e_i
\]
\[
\leq \frac{1}{n} \lambda_n e_i' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) e_i
\]
\[
\leq \frac{1}{n} ||A_n A_n'||_\infty e_i' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) e_i
\]
\[
= O(\Delta_{nK,1})
\]
where \( \lambda_n \) is the largest eigenvalue of \( A_n A_n' \) and the last inequality follows by the spectral radius theorem. Thus
\[
\frac{1}{\sqrt{n}} e_i' \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})A_n \epsilon_n = O_P(\Delta_{nK,1}^{1/2}) \quad \text{and} \quad \frac{1}{\sqrt{n}} \tilde{Z}_n'(\rho_0)(I_n - P_{K,n})A_n \epsilon_n = O_P(\Delta_{nK,1}^{1/2}).
\]
Other results follow similarly.

(v) Use the expression \( A_n A_n' = A_{1n} A_{2n} A_{1n}' A_{2n}' \) as in the proof of (iv), then
\[
\frac{1}{n} \text{tr}[\tilde{Z}_n' M_n'(I_n - P_{K,n})A_n A_n'(I_n - P_{K,n}) M_n \tilde{Z}_n]
\]
\[
\leq \frac{1}{n} \lambda_n \text{tr}[\tilde{Z}_n' M_n'(I_n - P_{K,n})A_{1n} A_{1n}'(I_n - P_{K,n}) M_n \tilde{Z}_n]
\]
\[
= \frac{1}{n} \text{tr}[\tilde{Z}_n' M_n'(I_n - P_{K,n}) M_n \tilde{Z}_n]
\]
\[
= O(\Delta_{nK,2})
\]

(vi) The first two results are Lemma A.3 (vi) in [1]. For the third result, either \( \Delta_{nK,1} = 0 \), in which case \( \sqrt{K \Delta_{nK,1}/n}/(K^2/n + \Delta_{nK,1}) = 0 \), or \( \sqrt{K \Delta_{nK,1}/n}/(K^2/n + \Delta_{nK,1}) = K^2\sqrt{n \Delta_{nK,1}/K} + \sqrt{n \Delta_{nK,1}/K} \leq \frac{1}{2\sqrt{K}} \rightarrow 0 \), by the inequality of arithmetic and geometric means. Thus the result follows. The last result follows similarly.

\[ \Box \]

**Lemma 8.** With \( \Delta_{nK,1} \) and \( \Delta_{nK,2} \) defined, respectively, in Lemma 7 (i) and (ii),

(i) \( \frac{1}{n} Z_n'(\rho_0) P_{K,n} Z_n(\rho_0) = H_n + T_{1n}^H + T_{2n}^H T_{3n}^H + T_{4n}^H \),

where

(a) \( H_n = \frac{1}{n} Z_n'(\rho_0) \tilde{Z}_n(\rho_0) = O(1) \),

(b) \( T_{1n}^H = -\frac{1}{n} Z_n'(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) = O(\Delta_{nK,1}) \),

(c) \( T_{2n}^H = \frac{1}{n} [Z_n'(\rho_0) R_n \zeta_n + \zeta_n' P_n' \tilde{Z}_n(\rho_0)] = O_P(n^{-1/2}) \),

(d) \( T_{3n}^H = \frac{1}{n} \zeta_n' P_n' R_n \zeta_n = O_P(K/n) \) and

(e) \( T_{4n}^H = \frac{1}{n} [Z_n'(\rho_0)(I_n - P_{K,n}) R_n \zeta_n + \zeta_n' P_n'(I_n - P_{K,n}) \tilde{Z}_n(\rho_0)] = O_P(\sqrt{\Delta_{nK,1}/n}) = o_P(K/n + \Delta_{nK,1}) \).
Proof. (i) Because $Z_n^t(\rho_0)P_{K,n}M_nZ_n = \frac{1}{n}Z_n^t(\rho_0)M_n\tilde{Z}_n + O(\sqrt{\Delta_nK,1}\Delta_nK,2) + O_P(n^{-1/2}) + O_P(K/n) + o_P(K/n + \Delta_nK,1) + O_P(\sqrt{\Delta_nK,2}/n)$.

(ii) $\frac{1}{\sqrt{n}}Z_n^t(\rho_0)P_{K,n}M_nZ_n = \frac{1}{\sqrt{n}}Z_n^t(\rho_0)M_n\tilde{Z}_n + O(\Delta_nK,2) + O_P(n^{-1/2}) + O_P(K/n) + O_P(\sqrt{\Delta_nK,2}/n)$.

(iii) Let the elements of $A_{n}$ be uniformly bounded, then elements of $E(\epsilon_{n}^tA_{n}v_{n})$ and $E(\epsilon_{n}^tA_{n}e_{n})$ are uniformly bounded.

(iv) Because $Z_n^t(\rho_0)P_{K,n}M_nu_{n} = h_n + T_{2n}^h + T_{3n}^h + T_{4n}^h$. Since elements of $Z_n$ are uniformly bounded, $h_n = O(1)$. By Lemma 7 (i), $T_{1n}^h = O(\Delta_nK,1)$. By Lemma 6, $T_{2n}^h = O(n^{-1/2})$. By Lemmas 3 and 4, $E(T_{3n}^h) = O(K/n)$, and, hence, $T_{3n}^h = O_P(K/n)$ by Markov’s inequality. By Lemma 7 (iv) and (vi), $T_{4n}^h = O_P(\sqrt{\Delta_nK,1}/n) = o_P(K/n + \Delta_nK,1)$.

(ii) and (iii) follow similarly to (i).

(v) Because $Z_n^t(\rho_0)P_{K,n}M_nu_{n} = h_n + T_{1n}^h + T_{2n}^h$. By Lemma 6, $h_n = O_P(1)$. By Lemma 7 (iv), $T_{1n}^h = O(\Delta_nK,1)$. As $\delta_n = [G_n\epsilon_{n,ni} + G_nR_{n,i}^{-1}e_{n,ni}, v_n]$, by Lemmas 3 and 4, $E(T_{2n}^h) = O(K^2/n)$, and, hence, $T_{2n}^h = O_P(K/n)$ by Chebyshev’s inequality.

(vi) and (vii) follow similarly to (iv). (vii) follows directly by Lemma 5.

The following lemma shows the orders of some expectation terms, which are helpful in determining the approximated MSEs of the GS2SLS and CGS2SLS estimators.

**Lemma 9.** (i) $E[(\epsilon_{n}^tD_{n}\epsilon_{n} + F_{n}\epsilon_{n})\epsilon_{n}e_{n}^t]$ is UB, where $D_{n}$ and $F_{n}$ are given in Proposition 2.

(ii) Let the elements of $n \times n$ matrices $\{A_{n}\}$ be uniformly bounded, then elements of $E(\epsilon_{n}^tA_{n}v_{n})$ and $E(\epsilon_{n}^tA_{n}e_{n})$ are uniformly bounded.

(iii) Let the elements of $n \times m$ matrices $\{B_{n}\}$ be uniformly bounded, where $m$ is a finite fixed number, then $E(\epsilon_{n}^tB_{n}v_{n}^t)$ is UB.

(iv) Let the elements of $n$-dimensional vectors $\{C_{n}\}$ be uniformly bounded, then $E(\epsilon_{n}^tC_{n}e_{n}^t)$ is UB.

**Proof.** (i) Let $D_{n} = [d_{n,ij}]$ and $F_{n} = [f_{n,ni}, \ldots, f_{n,nn}]$. The $(i, i)$th element of $E[(\epsilon_{n}^tD_{n}\epsilon_{n} + F_{n}\epsilon_{n})\epsilon_{n}e_{n}^t]$ is

$$E(\epsilon_{n}^t)_{d_{n,ii} + \mu_3f_{n} + \sigma_{n}^t[\text{tr}(D_{n}) - d_{n,ii}]} = [E(\epsilon_{n}^t) - \sigma_{n}^t]_{d_{n,ii} + \mu_3f_{n}}$$

and the $(i, j)$th element for $i \neq j$ is $\sigma_{n}^t(d_{n,ij} + d_{n,ji})$. Since $D_{n}$ is UB and elements of $F_{n}$ are uniformly bounded, $E[(\epsilon_{n}^tD_{n}\epsilon_{n} + F_{n}\epsilon_{n})\epsilon_{n}e_{n}^t]$ is UB.
Let $A_n = [a_{n,i,j}]$, then the $i$th row of $E(\epsilon_n' A_n \nu_n)$ is $\sum_{r=1}^{\infty} \sum_{s=1}^{n} a_{n,r,s} E(\epsilon_n \epsilon_n \nu_n \nu_n) = a_{n,i,i} E(\epsilon_n' \nu_n)$. Thus elements of $E(\epsilon_n' A_n \nu_n)$ are uniformly bounded. Similarly, elements of $E(\epsilon_n' A_n \nu_n)$ are uniformly bounded.

(iii) Let $B_n = [b_{n,1}, \ldots, b_{n,n}]'$, then the $(i,j)$th element of $E(\epsilon_n' B_n \nu_n)$ is $\sum_{n=1}^{n} b_{ni} E(\epsilon_n \epsilon_n \nu_n)$, which is equal to $b_{ni} E(\epsilon_n' \nu_n)$ when $i = j$ and 0 otherwise. Thus $E(\epsilon_n' B_n \nu_n)$ is UB.

(iv) follows similarly to (iii).

**Lemma 10.** The sequence of matrices $\{(I_n - \lambda W_n)^{-1}\}$ is UB in a neighborhood of $\lambda_0$ and $\{R_n^{-1}(\rho)\}$ is UB in a neighborhood of $\rho_0$.

**Proof.** See [22].

The following lemma shows the dominant components of estimation errors for parameters of the model or for $G_n(K)$ in (9), which help to derive the approximated MSE of the CGS2SLS estimator.

**Lemma 11.** Let $L_{1n} = \frac{1}{\sqrt{n}}(\epsilon_n' D_n \epsilon_n + F_n \epsilon_n)$ as in Proposition 2, then

(i) the GS2SLS estimator $\hat{\delta}_n = [Z_n'(\rho_0)P_{0,n}Z_n(\rho_0)]^{-1}Z_n'(\rho_0)P_{0,n}y_n(\rho_0)$ satisfies $\sqrt{n}(\hat{\delta}_n - \delta_0) = L_{2n} + o_P(1)$, where $L_{2n} = \frac{1}{\sqrt{n}}(\tilde{Z}_n'(\rho_0)P_{0,n}\tilde{Z}_n(\rho_0) - \frac{1}{\sqrt{n}}\tilde{Z}_n'(\rho_0)P_{0,n}y_n)$.

(ii) $\sqrt{n}(\tilde{\sigma}_{ve} - \sigma_{ve}') = L_{3n} + o_P(1)$, where

$$L_{3n} = \sqrt{n}(\frac{1}{\sqrt{n}}P_{0,n} \tilde{Z}_n(\rho_0) - \frac{1}{\sqrt{n}}\tilde{Z}_n'(\rho_0)P_{0,n}y_n + E(\epsilon_n' \nu_n)),$$

with $E(\epsilon_n' \nu_n) = |tr(R_nG_n)\sigma_{ve} + tr(G_n)\sigma_{ve}' + \sigma_{ve} tr(R_n)|$.

(iii) $\sqrt{n}(\tilde{\sigma}_v - \sigma_v') = L_{4n} + o_P(1)$, where

$$L_{4n} = \sqrt{n}(\frac{1}{\sqrt{n}}\tilde{Z}_n(\rho_0) - \frac{1}{\sqrt{n}}\tilde{Z}_n'(\rho_0)P_{0,n}y_n + E(\epsilon_n' \nu_n)),$$

with $E(\epsilon_n' \nu_n) = |tr(R_nG_n)\sigma_{ve} + tr(G_n)\sigma_{ve}' + \sigma_{ve} tr(R_n)|$.

(iv) $\frac{1}{\sqrt{n}}[\bar{Y}_n(K) - Y_n(K)] = \frac{1}{n}(a_1, a_2)' + o_P(K/n)$, where

$$a_1 = \sigma_{ve} tr(G_n)\sigma_{ve} + \sigma_{ve}' tr(G_n)$$

and $a_2 = -\sigma_{ve} tr(P_{K,n}M_n) + tr(G_n)\sigma_{ve} tr(R_n)$.

**Proof.** (i) The $\tilde{\delta}_n$ satisfies

$$\sqrt{n}(\tilde{\delta}_n - \delta_0) = [\frac{1}{\sqrt{n}}Z_n'(\rho_0)Q_{0,n}(\frac{1}{\sqrt{n}}Q_{0,n}Z_n(\rho_0))^{-1}Z_n'(\rho_0)Q_{0,n}(\frac{1}{\sqrt{n}}Q_{0,n}Z_n(\rho_0))^{-1}\frac{1}{\sqrt{n}}Q_{0,n}u_n(\rho_0)].$$

Note that $\frac{1}{\sqrt{n}}Q_{0,n}u_n(\rho_0) = \frac{1}{\sqrt{n}}Q_{0,n}u_n + \frac{1}{\sqrt{n}}Q_{0,n}M_nR_n^{-1}\epsilon_n \sqrt{n}(\rho_0 - \rho_0)$ and

$$\frac{1}{\sqrt{n}}Q_{0,n}Z_n(\rho_0) = \frac{1}{\sqrt{n}}Q_{0,n}Z_n(\rho_0) + \frac{1}{\sqrt{n}}Q_{0,n}R_n\zeta_n + \frac{1}{\sqrt{n}}Q_{0,n}M_n\zeta_n(\rho_0 - \rho_0).$$

By Lemma 6, $\frac{1}{\sqrt{n}}Q_{0,n}R_n\zeta_n = o_P(1)$, $\frac{1}{\sqrt{n}}Q_{0,n}M_n\zeta_n = o_P(1)$ and $\frac{1}{\sqrt{n}}Q_{0,n}M_nR_n^{-1}\epsilon_n = o_P(1)$. By Proposition 2, $\sqrt{n}(\tilde{\delta}_n - \delta_0) = L_{1n} + o_P(1)$. Furthermore, $\frac{1}{\sqrt{n}}Q_{0,n}Z_n(\rho_0) = O(1)$ and $\frac{1}{\sqrt{n}}Q_{0,n}M_n\zeta_n = O(1)$. Thus

$$\sqrt{n}(\tilde{\delta}_n - \delta_0) = [\frac{1}{\sqrt{n}}\tilde{Z}_n'(\rho_0)P_{0,n}\tilde{Z}_n(\rho_0)]^{-1}\frac{1}{\sqrt{n}}\tilde{Z}_n'(\rho_0)P_{0,n}y_n + o_P(1).$$
(ii) Write $\hat{\sigma}_{ve}'$ as
\[
\hat{\sigma}_{ve}' = \frac{1}{n}Z_{2n}'[R_n + (\rho_0 - \hat{\rho}_n)M_n][u_n + Z_n(\delta_0 - \hat{\delta}_n)]
\]
\[
= \frac{1}{n}Z_{2n}'\epsilon_n + \frac{1}{n}Z_{2n}'M_nu_n(\rho_0 - \hat{\rho}_n) + \frac{1}{n}Z_{2n}'R_nZ_n(\delta_0 - \hat{\delta}_n) + \frac{1}{n}Z_{2n}'M_nZ_n(\delta_0 - \hat{\delta}_n)(\rho_0 - \hat{\rho}_n)
\]

By Lemmas 5 and 6,

(a) $\frac{1}{n}Z_{2n}'M_nu_n = \frac{1}{n}E(\varepsilon_n'M_nu_n) + o_P(1) = \sigma_{ve}' \frac{1}{n} \text{tr}(M_nR_n^{-1}) + o_P(1) = O_P(1)$,

(b) $\frac{1}{n}Z_{2n}'R_nZ_n = \frac{1}{n}E(Z_{2n}'R_nZ_n) + o_P(1)$ with $E(Z_{2n}'R_nZ_n) = Z_{2n}'R_nZ_n + |\text{tr}(R_nG_n)\Sigma_{v}\gamma_0 + \text{tr}(G_n)\sigma_{ve}', \Sigma_v \text{tr}(R_n)| = O(n)$, and

(c) $\frac{1}{n}Z_{2n}'M_nZ_n = O_P(1)$.

Then
\[
\sqrt{n}(\hat{\sigma}_{ve} - \sigma_{ve}') = \sqrt{n}(-\epsilon_n'M_n\epsilon_n - \sigma_{ve}') + \frac{1}{n}Z_{2n}'\epsilon_n + \frac{1}{n}E(Z_{2n}'R_nZ_n)\sqrt{n}(\delta_0 - \hat{\delta}_n) + o_P(1)
\]

The result follows as $\sqrt{n}(\hat{\rho}_n - \rho_0) = O_P(1)$ by Proposition 2 and $\sqrt{n}(\delta_0 - \hat{\delta}_n) = O_P(1)$ by (i).

(iii) Note that
\[
R_n(\hat{\rho}_n)(y_n - Z_n\delta_n) = [R_n + (\rho_0 - \hat{\rho}_n)M_n][u_n + Z_n(\delta_0 - \hat{\delta}_n)]
\]
\[
= \epsilon_n + (\rho_0 - \hat{\rho}_n)M_nu_n + R_nZ_n(\delta_0 - \hat{\delta}_n) + M_nZ_n(\delta_0 - \hat{\delta}_n)(\rho_0 - \hat{\rho}_n)
\]
then by an argument similar to that for (ii),
\[
\sqrt{n}(\hat{\sigma}_{ve}' - \sigma_{ve}') = \sqrt{n}(-\epsilon_n'M_n\epsilon_n - \sigma_{ve}') + \frac{2}{n}\epsilon_n'M_nR_n^{-1}\epsilon_n\sqrt{n}(\rho_0 - \hat{\rho}_n) + \frac{2}{n}\epsilon_n'R_nZ_n\sqrt{n}(\delta_0 - \hat{\delta}_n) + o_P(1)
\]
\[
\text{where}
\]
(a) $\frac{1}{n}\epsilon_n'M_nR_n^{-1}\epsilon_n = \frac{1}{n}E(\epsilon_n'M_nR_n^{-1}\epsilon_n) + o_P(1)$ with $E(\epsilon_n'M_nR_n^{-1}\epsilon_n) = \sigma_{ve}' \frac{1}{n} \text{tr}(M_nR_n^{-1}) = O(n)$, and
(b) $\frac{1}{n}\epsilon_n'R_nZ_n = \frac{1}{n}E(\epsilon_n'R_n\gamma_0) + o_P(1)$ with $E(\epsilon_n'R_n\gamma_0) = |\text{tr}(R_nG_n)\sigma_{ve}\gamma_0 + \text{tr}(G_n)\sigma_{ve}'\Sigma_v \text{tr}(R_n)| = O(n)$.

The result follows by using the expressions for $\sqrt{n}(\delta_0 - \hat{\delta}_n)$ and $\sqrt{n}(\hat{\rho}_n - \rho_0)$.

(iv) By the mean value theorem,
\[
\frac{1}{\sqrt{n}}[\tilde{T}_n(K) - T_n(K)]
\]
\[
= \frac{1}{n} \left( \text{tr}(P_{K,n}\tilde{R}_n\tilde{G}_n^{-1})\tilde{\sigma}_{ve}\gamma_n + \tilde{\sigma}_{ve}' \text{tr}(P_{K,n}\tilde{R}_n\tilde{G}_n^{-1}\tilde{R}_n^{-1}) \tilde{\sigma}_{ve}' \text{tr}(P_{K,n}\tilde{R}_n\tilde{G}_n^{-1}) \right) \sqrt{n}(\delta_0 - \hat{\delta}_n)
\]
\[
+ \frac{1}{n} \left( -\text{tr}(P_{K,n}M_n\tilde{G}_n)\tilde{\sigma}_{ve}\gamma_n - \tilde{\sigma}_{ve}' \text{tr}(P_{K,n}M_n) \right) \sqrt{n}(\rho_0 - \hat{\rho}_n)
\]
\[
+ \frac{1}{n} \left( \text{tr}(P_{K,n}\tilde{R}_n\tilde{G}_n^{-1})\gamma_n' \right) \sqrt{n}(\hat{\rho}_n - \rho_0) \quad \sqrt{n}(\hat{\sigma}_{ve} - \sigma_{ve}')
\]
Lemma 13. Suppose that by Slutsky’s lemma.
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Thus by (ii), (iii) and Propositions 1 and 2, and the identification uniqueness condition ([23] [Theorem 3.4]).

To prove the uniform convergence, we first show that \(g_n(\rho, \hat{\delta}_n) - g_n(\rho, \hat{\delta}_0) = o_P(1)\) uniformly in \(\rho \in [-a, a]\)

and the identification uniqueness condition (\[23\] [Theorem 3.4]).

By Lemma 1, \(\frac{1}{n}F'_{0,n}c_n = O_P(n^{-1/2})\) and \(\frac{1}{\sqrt{n}}F'_{0,n}R_n^{-1}c_n \xrightarrow{d} N(0, \lim_{n \to \infty} \frac{\sigma^2_n}{n} F'_{0,n}R_n^{-1}F_{0,n})\). Hence,

\[
\sqrt{n}(\hat{\delta}_n - \delta_0) = \left(1 - \frac{1}{n}Z'_{n}P_{F_{n}}Z_{n}\right)^{-1} \frac{1}{\sqrt{n}}Z'_{n}P_{F_{n}}R_n^{-1}c_n \xrightarrow{d} N(0, \lim_{n \to \infty} \frac{\sigma^2_n}{n} F'_{0,n}R_n^{-1}R_n^{-1}F_{0,n}).
\]

The following lemma, Lemma A.9 in [1], gives a sufficient condition that the chosen \(K\) by the minimization of \(\hat{S}_{n,\xi}(K)\), say \(\hat{K}\), is asymptotically optimal.

Lemma 12. If \(\sup_K \frac{|\hat{S}_{n,\xi}(K) - S_{n,\xi}(K)|}{S_{n,\xi}(K)} \xrightarrow{p} 0\), then \(\frac{S_{n,\xi}(K)}{\sup_K S_{n,\xi}(K)} \xrightarrow{p} 1\).

The following is a central limit theorem for linear-quadratic forms of disturbances from [17].

Lemma 13. Suppose that \(\{A_n = [a_{ni,j}]\}\) is a sequence of symmetric \(n \times n\) matrices that are UB, \(b_{n,K} = (b_{n,K,1}, \ldots, b_{n,K,n})'\) is a vector such that \(\sup_n n^{-1} \sum_{i=1}^n |b_{ni}|^2 < \infty\) for some \(\eta_1 > 0\), and \(\epsilon_n\)'s in \(\epsilon_n = (\epsilon_{n,1}, \ldots, \epsilon_{n,n})'\) are mutually independent, with mean zero, variance \(\sigma^2_n\) and finite moment of order higher than four such that \(E(|\epsilon_n|^{4+\eta_2})\) for some \(\eta_2 > 0\) are uniformly bounded for all \(n\) and \(i\). Let \(\sigma^2_{Q_n}\) be the variance of \(Q_n\), where \(Q_n = \epsilon'_n A_n \epsilon_n + b'_n \epsilon_n - \sum_{i=1}^n a_{ni,n} \sigma^2_{ni}\). Assume that \(\sigma^2_{Q_n}/n\) is bounded away from zero.

Then, \(Q_n/\sigma_{Q_n} \xrightarrow{d} N(0, 1)\).

C. Proofs

Proof of Proposition 1. As \(\sqrt{n}(\hat{\delta}_n - \delta_0) = [\frac{1}{n}Z'_{n}P_{F_{n}}Z_{n}]^{-1}Z'_{n}P_{F_{n}}R_n^{-1}c_n\),

\[
\sqrt{n}(\hat{\delta}_n - \delta_0) = \left(1 - \frac{1}{n}Z'_{n}P_{F_{n}}Z_{n}\right)^{-1} \frac{1}{\sqrt{n}}Z'_{n}P_{F_{n}}R_n^{-1}c_n \xrightarrow{d} N(0, \lim_{n \to \infty} \frac{\sigma^2_n}{n} F'_{0,n}R_n^{-1}R_n^{-1}F_{0,n}).
\]

Proof of Proposition 2. The consistency of \(\hat{\rho}_n\) follows from the uniform convergence that

\[
g'_n(\rho, \hat{\delta}_n)g_n(\rho, \hat{\delta}_n) - E g'_n(\rho, \hat{\delta}_n) E g_n(\rho, \hat{\delta}_0) = o_P(1) \text{ uniformly in } \rho \in [-a, a]
\]

and the identification uniqueness condition (\[23\] [Theorem 3.4]).

To prove the uniform convergence, we first show that \(g_n(\rho, \hat{\delta}_n) - g_n(\rho, \hat{\delta}_0) = o_P(1)\) uniformly in \(\rho \in [-a, a]\). As \(\epsilon_n(\rho, \hat{\delta}_n) = R_n(\rho)(y_n - Z_{n}\hat{\delta}_n) = R_n(\rho)[u_n + Z_n(\delta_0 - \hat{\delta}_n)]\),

\[
\frac{1}{2n} \epsilon'_n(\rho, \hat{\delta}_n)D^s_{nj}\epsilon_n(\rho, \hat{\delta}_n) - \frac{1}{2n} \epsilon'_n(\rho, \hat{\delta}_0)D^s_{nj}\epsilon_n(\rho, \hat{\delta}_0)
\]

\[
= \frac{1}{n} \epsilon'_n(\rho, \hat{\delta}_0)D^s_{nj}R_n(\rho)Z_n(\delta_0 - \hat{\delta}_n) + \frac{1}{2n}(\delta_0 - \hat{\delta}_n)'Z'_nR'_n(\rho)D^s_{nj}R_n(\rho)Z_n(\delta_0 - \hat{\delta}_n)
\]
Note that $Z_n = \tilde{Z}_n + \zeta_n, \frac{1}{n} \epsilon'_n(\rho, \delta_0) D^{*}_{nj} R_n(\rho) Z_n = O_P(1)$ and $\frac{1}{n} Z'_n R'_n(\rho) D^{*}_{nj} R_n(\rho) Z_n = O_P(1)$ by Lemmas 5 and 6. Then $\frac{1}{2n} \epsilon'_n(\rho, \delta_0) D^{*}_{nj} \epsilon_n(\rho, \delta_0) - \frac{1}{2n} \epsilon'_n(\rho, \delta_0) D^{*}_{nj} \epsilon_n(\rho, \delta_0) = o_P(1)$, as $\delta_n - \delta_0 = o_P(1)$. Since $g_n(\rho, \delta)$ is quadratic in $\rho$, it follows that

$$ g_n(\rho, \delta_n) - g_n(\rho, \delta_0) = o_P(1) \text{ uniformly in } \rho \in [-a, a]. $$

By Lemma 5, $g_n(\rho, \delta_0) - E g_n(\rho, \delta_0) = o_P(1)$ uniformly in $\rho \in [-a, a]$. Thus,

$$ g_n(\rho, \delta_n) - E g_n(\rho, \delta_0) = o_P(1) \text{ uniformly in } \rho \in [-a, a]. $$

Furthermore, $E g_n(\rho, \delta_0) = O(1)$ uniformly in $\rho \in [-a, a]$. Hence,

$$ g'_n(\rho, \delta_n) g_n(\rho, \delta_n) - E g'_n(\rho, \delta_0) E g_n(\rho, \delta_0) $$

$$ = 2[g_n(\rho, \delta_n) - E g_n(\rho, \delta_0)]' E g_n(\rho, \delta_0) + [g_n(\rho, \delta_n) - E g_n(\rho, \delta_0)]'[g_n(\rho, \delta_n) - E g_n(\rho, \delta_0)] $$

$$ = o_P(1) $$

uniformly in $\rho \in [-a, a]$.

We now show that the identification uniqueness condition holds. Note that $E g_n(\rho, \delta_0) = \frac{\sigma^2}{2} \Xi_n[(\rho_0 - \rho), (\rho_0 - \rho)^2]'$. Let $\tau_{n1}$ and $\tau_{n2}$ be the eigenvalues of $\Xi_n'. \Xi_n$. Write $\Xi_n' \Xi_n = \Xi_{n1}' \Xi_{2n} \Xi_{1n}$, where $\Xi_{2n}$ is a $2 \times 2$ diagonal matrix with diagonal elements $\tau_{n1}$ and $\tau_{n2}$, and $\Xi_{2n}$ is an orthonormal matrix containing the eigenvectors of $\Xi_n'. \Xi_n$. By Assumption 5, there exists some constant $\eta > 0$ such that $\tau_{n1} > \eta$ and $\tau_{n2} > \eta$ for all $n$. Obviously, $E g_n'(\rho_0, \delta_0) E g_n(\rho, \delta_0) = 0$. Then,

$$ E g_n'(\rho_0, \delta_0) E g_n(\rho, \delta_0) - E g_n'(\rho_0, \delta_0) E g_n(\rho, \delta_0) $$

$$ = \frac{\eta \sigma^4}{4} [\rho_0 - \rho, (\rho_0 - \rho)^2]' \Xi_{1n}' \Xi_{2n} \Xi_{1n} [\rho_0 - \rho, (\rho_0 - \rho)^2]' $$

$$ > \frac{\eta \sigma^4}{4} [\rho_0 - \rho, (\rho_0 - \rho)^2]' \Xi_{1n}' \Xi_{2n} \Xi_{1n} [\rho_0 - \rho, (\rho_0 - \rho)^2]' $$

$$ = \frac{\eta \sigma^4}{4} [(\rho_0 - \rho)^2 + (\rho_0 - \rho)^4] $$

$$ > 0 $$

for any $\rho \neq \rho_0$. Thus the identification uniqueness condition holds.

The consistency of $\hat{\rho}_n$ follows from the uniform convergence and identification uniqueness.

For the asymptotic distribution, by the mean value theorem, we have

$$ 0 = \frac{\partial g'_n(\hat{\rho}_n, \delta_n)}{\partial \rho} g_n(\hat{\rho}_n, \delta_n) = \frac{\partial g'_n(\hat{\rho}_n, \delta_n)}{\partial \rho} [g_n(\rho_0, \delta_n) + \frac{\partial g_n(\hat{\rho}_n, \delta_n)}{\partial \rho} (\hat{\rho}_n - \rho_0)] $$

where $\hat{\rho}_n$ is between $\rho_0$ and $\rho_0$. Then

$$ \sqrt{n}(\hat{\rho}_n - \rho_0) = -\left( \frac{\partial g'_n(\hat{\rho}_n, \delta_n)}{\partial \rho} \frac{\partial g_n(\hat{\rho}_n, \delta_n)}{\partial \rho} \right)^{-1} \frac{\partial g_n(\hat{\rho}_n, \delta_n)}{\partial \rho} \sqrt{n} g_n(\rho_0, \delta_n) $$

The $i$th element of $\frac{\partial g_n(\hat{\rho}_n, \delta_n)}{\partial \rho}$ is $-\frac{1}{n} \epsilon'_n(\hat{\rho}_n, \delta_n) D^{*}_{nj} M_n(y_n - Z_n \delta_n)$, which can be expanded by using $y_n - Z_n \delta_n = u_n + Z_n (\delta_0 - \delta_n)$ and $\epsilon_n(\hat{\rho}_n, \delta_n) = [R_n + (\rho_0 - \hat{\rho}_n) M_n][u_n + Z_n (\delta_0 - \delta_n)]$. By Lemmas 5 and 6, the terms involving $(\delta_0 - \delta_n)$ or $(\rho_0 - \hat{\rho}_n)$ are $O_P(n^{-1/2})$. Therefore,

$$ -\frac{1}{n} \epsilon'_n(\hat{\rho}_n, \delta_n) D^{*}_{nj} M_n(y_n - Z_n \delta_n) = -\frac{1}{n} \epsilon'_n D^{*}_{nj} M_n R_n^{-1} \epsilon_n + O_P(n^{-1/2}) $$

$$ = -\frac{1}{n} \sigma^2 \text{ tr}(D^{*}_{nj} M_n R_n^{-1}) + O_P(n^{-1/2}) $$

$$ = O_P(1) $$
by Lemma 5. Thus, \( \frac{\partial g_n(\hat{\rho}, \hat{\delta})}{\partial \rho} = E \frac{\partial g_n(\rho_0, \delta_0)}{\partial \rho} + O_P(n^{-1/2}) = O_P(1) \), where

\[
E \frac{\partial g_n(\rho_0, \delta_0)}{\partial \rho} = -\frac{\sigma^2}{n} [\text{tr}(D^s_{n1} M_n R_n^{-1}), \ldots, \text{tr}(D^s_{nk_n} M_n R_n^{-1})]'^\prime
\]

Similarly, \( \frac{\partial g_n(\rho_0, \delta_0)}{\partial \delta} = E \frac{\partial g_n(\rho_0, \delta_0)}{\partial \delta} + O_P(n^{-1/2}) = O_P(1) \). Thus,

\[
\sqrt{n}(\hat{\rho} - \rho_0) = -(E \frac{\partial g_n(\rho_0, \delta_0)}{\partial \rho} E \frac{\partial g_n(\rho_0, \delta_0)}{\partial \delta})^{-1} (E \frac{\partial g_n(\rho_0, \delta_0)}{\partial \rho}) \sqrt{n} g_n(\rho_0, \delta_0) + O_P(n^{-1/2})
\]

For \( \sqrt{n} g_n(\rho_0, \delta_n) \), the ith element is

\[
\frac{1}{\sqrt{n}} [\epsilon_n + R_n Z_n(\delta_0 - \delta_n)]' D_{nj} [\epsilon_n + R_n Z_n(\delta_0 - \delta_n)] = \frac{1}{\sqrt{n}} \epsilon_n' D_{nj} \epsilon_n + \frac{1}{n} \epsilon_n' D_{nj}^s R_n Z_n \sqrt{n}(\delta_0 - \delta_n) + O_P(n^{-1/2})
\]

By Lemmas 5 and 6,

\[
\frac{1}{n} \epsilon_n' D_{nj}^s R_n Z_n = \frac{1}{n} \epsilon_n' D_{nj}^s R_n (\tilde{Z}_n + \zeta_n) = \frac{1}{n} E(\epsilon_n' D_{nj}^s R_n \zeta_n) + O_P(n^{-1/2}) = O_P(1)
\]

where

\[E(\epsilon_n' D_{nj}^s R_n \zeta_n) = [\text{tr}(D_{nj}^s R_n G_n) \sigma_{ve}]_0 + \sigma^2 \text{tr}(D_{nj}^s R_n G_n R_n^{-1}), \text{tr}(D_{nj}^s R_n) \sigma_{ve}]\]

By Proposition 1,

\[
\sqrt{n}(\hat{\delta}_n - \delta_0) = \left( \frac{1}{n} \tilde{Z}_n' P_{F_n} \tilde{Z}_n \right)^{-1} \frac{1}{\sqrt{n}} \tilde{Z}_n' P_{F_n} R_n^{-1} \epsilon_n + O_P(n^{-1/2})
\]

Then the ith element of \( \sqrt{n} g_n(\rho_0, \delta_n) \) is \( A_{ni} + O_P(n^{-1/2}) \), where

\[A_{ni} = \frac{1}{\sqrt{n}} \epsilon_n' D_{nj} \epsilon_n - \frac{1}{n} E(\epsilon_n' D_{nj}^s R_n \zeta_n)(\frac{1}{n} \tilde{Z}_n' P_{F_n} \tilde{Z}_n)^{-1} \frac{1}{\sqrt{n}} \tilde{Z}_n' P_{F_n} R_n^{-1} \epsilon_n
\]

Hence,

\[
\sqrt{n}(\hat{\rho}_n - \rho_0) = \left( \frac{\sigma^2}{n} \sum_{j=1}^{k_d} \text{tr}^2(D_{nj}^s M_n R_n^{-1}) \right)^{-1} \sum_{j=1}^{k_d} \frac{1}{n} \text{tr}(D_{nj}^s M_n R_n^{-1}) A_{ni} + O_P(n^{-1/2})
\]

where \( \mathbb{D}_n \) and \( \mathbb{F}_n \) are in, respectively, (6) and (7). Note that \( \text{tr}(\mathbb{D}_n) = 0 \), then \( \sqrt{n}(\hat{\rho}_n - \rho_0) \) is asymptotically normal with a finite variance by Lemma 13. □

**Proof of Proposition 3.** The GS2SLS estimator \( \hat{\delta}_{2dl,n} \) satisfies

\[
\sqrt{n}(\hat{\delta}_{2dl,n} - \delta_0 - b_{n,K}) = [\frac{1}{n} Z_n' (\hat{\rho}_n) P_{K,n} Z_n(\hat{\rho}_n)]^{-1} \frac{1}{\sqrt{n}} [Z_n' (\hat{\rho}_n) P_{K,n} R_n (\hat{\rho}_n) u_n - E(\zeta_n' R_n' P_{K,n} \epsilon_n)]
\]

where

\[E(\zeta_n' R_n' P_{K,n} \epsilon_n) = [\text{tr}(\Gamma_{nK,2}) \sigma_{ve}]_0 + \sigma^2 \text{tr}(\Gamma_{nK,3}), \text{tr}(\Gamma_{nK,1}) \sigma_{ve}]' = O(K)
\]

by Lemma 4. Write \( Z_n(\hat{\rho}_n) = Z_n(\rho_0) + (\rho_0 - \hat{\rho}_n) M_n Z_n \), then

\[
\frac{1}{n} Z_n' (\hat{\rho}_n) P_{K,n} Z_n(\hat{\rho}_n) = \frac{1}{n} Z_n' (\rho_0) P_{K,n} Z_n(\rho_0) + \frac{1}{n} [Z_n' M_n' P_{K,n} Z_n(\rho_0)]^s (\rho_0 - \hat{\rho}_n)
\]

\[+ \frac{1}{n} Z_n' M_n' P_{K,n} M_n Z_n(\rho_0 - \hat{\rho}_n)^2
\]

By Lemma 8 (i)–(iii),
By Lemma 5, \( \frac{1}{n} Z'_n(\rho_0) P_{K,n} Z_n(\rho_0) = O_P(1) \) and \( \frac{1}{n} Z'_n M'_n P_{K,n} Z_n(\rho_0) = O_P(1) \).

By Lemma 4. By Proposition 1, \( \sqrt{n}(\delta_0 - \hat{\delta}_n) = O_P(1) \). Hence,

(c) if \( K/n \to c \neq 0 \), \( \frac{1}{n} Z'_n(\hat{\rho}_n) P_{K,n} Z_n(\hat{\rho}_n) = H_n + \frac{1}{n} \Omega_{n1}(K) + o_P(1) \) and \( b_{n,K} - \tilde{b}_{n,K,1} = o_P(1) \);

(d) if \( K/n \to 0 \), \( \frac{1}{n} Z'_n(\hat{\rho}_n) P_{K,n} Z_n(\hat{\rho}_n) = H_n + o_P(1) \) and \( b_{n,K} - \tilde{b}_{n,K,2} = o_P(K/n) \).

As \( R_n u_n = \epsilon_n, Z_n(\hat{\rho}_n) = Z_n(\rho_0) + (\rho_0 - \hat{\rho}_n) M_n Z_n \) and \( R_n(\hat{\rho}_n) = R_n + (\rho_0 - \hat{\rho}_n) M_n \),

\[
\frac{1}{\sqrt{n}} \left[ \frac{1}{n} Z'_n(\hat{\rho}_n) P_{K,n} R_n(\hat{\rho}_n) u_n - E(\zeta'_n R'_n P_{K,n} \epsilon_n) \right] = \frac{1}{\sqrt{n}} Z'_n(\rho_0) \epsilon_n - \frac{1}{\sqrt{n}} \left[ \zeta'_n R'_n P_{K,n} \epsilon_n - E(\zeta'_n R'_n P_{K,n} \epsilon_n) \right] + \frac{1}{n} Z'_n M'_n P_{K,n} \epsilon_n \sqrt{n}(\rho_0 - \hat{\rho}_n) + \frac{1}{n} Z'_n(\rho_0) P_{K,n} M_n R_n^{-1} \epsilon_n \sqrt{n}(\rho_0 - \hat{\rho}_n) + \frac{1}{n} Z'_n M'_n P_{K,n} M_n R_n^{-1} \epsilon_n \sqrt{n}(\rho_0 - \hat{\rho}_n)^2.
\]

The terms on the right hand side have the following properties:

(1) By Lemma 8 (iv), \( \frac{1}{\sqrt{n}} Z'_n(\rho_0) \epsilon_n = O_P(1) \) and \( \frac{1}{\sqrt{n}} Z'_n(\rho_0)(I_n - P_{K,n}) \epsilon_n = O_P(\Delta_{n,K,1}^{1/2}) = o_P(1) \);

(2) by Lemma 8 (vii), \( \frac{1}{\sqrt{n}} \left[ \zeta'_n R'_n P_{K,n} \epsilon_n - E(\zeta'_n R'_n P_{K,n} \epsilon_n) \right] = O_P(\sqrt{K/n}) \);

(3) by Lemma 8 (vi), \( \frac{1}{n} Z'_n M'_n P_{K,n} \epsilon_n = O_P(n^{-1/2}) + O_P(\sqrt{\Delta_{n,K,2}/n}) + o_P(K/n) \);

(4) by Lemma 8 (v), \( \frac{1}{n} Z'_n(\rho_0) P_{K,n} M_n R_n^{-1} \epsilon_n = O_P(n^{-1/2}) + O_P(\sqrt{\Delta_{n,K,2}/n}) + o_P(K/n) \);

(5) by Lemma 8 (vii), \( \frac{1}{n} Z'_n M'_n P_{K,n} M_n R_n^{-1} \epsilon_n = O_P(n^{-1/2}) + O_P(\sqrt{\Delta_{n,K,2}/n}) + o_P(K/n) \).

Therefore,

(e) if \( K/n \to c \neq 0 \), \( \frac{1}{n} [Z'_n(\hat{\rho}_n) P_{K,n} R_n(\hat{\rho}_n) u_n - E(\zeta'_n R'_n P_{K,n} \epsilon_n)] = o_P(1) \), and \( \hat{\delta}_{2sls,n} - \delta_0 - \tilde{b}_{n,K,1} \xrightarrow{p} 0 \);  

(f) if \( K/n \to 0 \), \( \frac{1}{\sqrt{n}} [Z'_n(\hat{\rho}_n) P_{K,n} R_n(\hat{\rho}_n) u_n - E(\zeta'_n R'_n P_{K,n} \epsilon_n)] = \frac{1}{\sqrt{n}} Z'_n(\rho_0) \epsilon_n + o_P(1) \), and \( \sqrt{n}(\hat{\delta}_{2sls,n} - \delta_0 - b_{n,K}) \xrightarrow{d} N(0, \sigma^2 \bar{H}^{-1}) \) by Lemma 6.

\[\Box\]

**Proof of Proposition 4.** By Proposition 3, it is sufficient to show that \( \sqrt{n}(\tilde{b}_{n,K} - b_{n,K}) = O_P(1) \). Furthermore, as \( \frac{1}{n} Z'_n(\hat{\rho}_n) P_{K,n} Z_n(\hat{\rho}_n) = O_P(1) \), we only need to show that

\[\frac{1}{\sqrt{n}} \bar{\Gamma}_n(K) - \frac{1}{\sqrt{n}} \bar{\Gamma}_n(K) = O_P(1)\]

By Lemma 4, as \( \hat{\rho}_n - \rho_0 = O_P(n^{-1/2}) \),

\[\frac{1}{\sqrt{n}} \left[ \text{tr}(\bar{\Gamma}_{n,K,1}) - \text{tr}(\Gamma_{n,K,1}) \right] = \frac{1}{\sqrt{n}} (\rho_0 - \hat{\rho}_n) \text{tr}(P_{K,n} M_n) = O_P(K/n) = o_P(1)\]
By the mean value theorem,
\[
\frac{1}{\sqrt{n}}[\text{tr}(\hat{\Gamma}_{nK,2}) - \text{tr}(\Gamma_{nK,2})] = \frac{1}{\sqrt{n}}(\rho_0 - \hat{\rho}_n) \text{tr}[P_{K,n}M_nG_n(\hat{\lambda}_n)] + \frac{1}{\sqrt{n}}(\hat{\lambda}_n - \lambda_0) \text{tr}[P_{K,n}R_n(\hat{\rho}_n)G_n^2(\hat{\lambda}_n)]
\]
\[
= O_P(K/n)
\]
as \(\hat{\rho}_n - \rho_0 = O_P(n^{-1/2})\), \(\hat{\lambda}_n - \lambda_0 = O_P(n^{-1/2})\), and \(G_n(\hat{\lambda}_n)\) is UB in probability by Lemma 10, where \(\hat{\lambda}_n\) is between \(\lambda_0\) and \(\lambda_n\), and \(\hat{\rho}_n\) is between \(\rho_0\) and \(\hat{\rho}_n\). Similarly,
\[
\frac{1}{\sqrt{n}}[\text{tr}(\hat{\Gamma}_{nK,3}) - \text{tr}(\Gamma_{nK,3})] = O_P(K/n) = o_P(1)
\]

By Lemma 11, \(\hat{\sigma}_e^2 - \sigma_e^2 = O_P(n^{-1/2})\) and \(\hat{\sigma}_{ve} - \sigma_{ve} = O_P(n^{-1/2})\). Furthermore, \(\text{tr}(\Gamma_{nK,1}) = O(K)\), \(\text{tr}(\Gamma_{nK,2}) = O(K)\) and \(\text{tr}(\Gamma_{nK,2}) = O(K)\). Then
\[
\frac{1}{\sqrt{n}}[\text{tr}(\hat{\Gamma}_{nK,2})\hat{\sigma}_{ve}\hat{\gamma}_n + \hat{\sigma}_e^2\text{tr}(\hat{\Gamma}_{nK,3})] = \frac{1}{\sqrt{n}}[\text{tr}(\Gamma_{nK,3})\sigma_{ve}\gamma_0 + \sigma_e^2\text{tr}(\Gamma_{nK,3})] = o_P(1)
\]
and the result in the proposition holds.

**Proof of Proposition 5.** We find a decomposition for \(\sqrt{n}(\hat{\delta}_{2sln} - \delta_0)\) as in Lemma 2 and show that all the conditions in the lemma are satisfied.

Let \(\rho_{K,n} = \text{tr}(S_n(K))\), where \(S(K)\) is in (16). We first establish some order properties for \(\rho_{K,n}\). The \(\rho_{K,n}\) is equal to
\[
\rho_{K,n} = \frac{\sigma_e^2}{n}\text{tr}[(I_n - P_{K,n})\tilde{Z}_n(\rho_0)H^{-1}_nH^{-1}_n\tilde{Z}'_n(\rho_0)(I_n - P_{K,n})] + \frac{1}{n}\gamma_n'(K)H^{-1}_nH^{-1}_n\gamma_n(K)
\]
\[
\leq \frac{\sigma_e^2\tau_{H,\text{max}}}{n}\text{tr}[(I_n - P_{K,n})Z_n(\rho_0)Z_n(\rho_0)(I_n - P_{K,n})] + \frac{\tau_{H,\text{max}}}{n}\gamma_n'(K)\gamma_n(K)
\]
where \(\tau_{H,\text{max}}\) is the largest eigenvalue of \(H^{-1}_n\), which is bounded from above because \(\lim_{n\to\infty}H_n\) is finite and nonsingular. Furthermore, as \(\gamma_n'(K)\gamma_n(K) \leq K^2c\) for some constant \(c > 0\) by Lemma 4, \(\rho_{K,n} = O(K^2/n + \Delta_{nK,1})\). By a similar argument but with a lower bound for \(\rho_{K,n}\) by using the smallest eigenvalue of \(H^{-1}_n\) and by Assumption 9 (i), as \(\sigma_{ve} \neq 0\), \(\lim_{n\to\infty}\rho_{K,n}/(K^2/n + \Delta_{nK,1}) > c\) for some constant \(c > 0\). These together mean that \(\rho_{K,n}\) has exactly the same order as \((K^2/n + \Delta_{nK,1})\). This order of \(\rho_{K,n}\) together with \(K^2/n \to 0\) are helpful to determine the orders of the terms in the decomposition of \(\sqrt{n}(\hat{\delta}_{2sln} - \delta_0)\).

The \(\hat{\delta}_{2sln}\) satisfies
\[
\sqrt{n}(\hat{\delta}_{2sln} - \delta_0) = \hat{H}^{-1}_n\hat{h}_n
\]
where \(\hat{h}_n = \frac{1}{\sqrt{n}}Z_n(\hat{\rho}_n)P_{K,n}u_n(\hat{\rho}_n)\), and
\[
\hat{H}_n = \frac{1}{n}Z_n(\rho_0)P_{K,n}Z_n(\rho_0) + \frac{1}{n}(\rho_0 - \hat{\rho}_n)Z_n(\rho_0)P_{K,n}M_nZ_n + Z_n'P_{K,n}Z_n(\rho_0)
\]
\[
+ \frac{1}{n}(\rho_0 - \hat{\rho}_n)^2Z_n'M_nP_{K,n}M_nZ_n
\]
because \(Z_n(\hat{\rho}_n) = Z_n(\rho_0) + (\rho_0 - \hat{\rho}_n)M_nZ_n\). By Lemma 8 (i)–(iii) and Lemma 7 (vi),
\[
\frac{1}{n}Z_n(\rho_0)P_{K,n}Z_n(\rho_0) = H_n + T_{1n}^H + T_{2n}^H + T_{3n}^H + T_{4n}^H
\]
where $H_n = O(1)$, $T_{1n}^H = O(\Delta n K_1)$, $T_{2n}^H = O_P(n^{-1/2})$, $T_{3n}^H = O_P(K/n) = o_P(\rho_{K,n})$ and $T_{4n}^H = o_P(K/n + \Delta n K_1) = o_P(\rho_{K,n})$:

$$
\frac{1}{n}Z_n'(\rho_0)P_{K,n}M_nZ_n = \frac{1}{n}\sqrt{n}Z_n'(\rho_0)M_nZ_n + O(\sqrt{\Delta n K_1 \Delta n K_2/n}) + O_P(n^{-1}) + O_P(K^{-3/2})
$$

$$+ o_P(K^{-3/2} + n^{-1/2} \Delta n K_1) + O_P(\sqrt{\Delta n K_2/n})
$$

$$= \frac{1}{n}\sqrt{n}Z_n'(\rho_0)M_nZ_n + o_P(\rho_{K,n})
$$

and

$$\frac{1}{\sqrt{n}}Z_n'M_nP_{K,n}M_nZ_n = O_P(1/n) + O_P(K/n^2) = o_P(\rho_{K,n}).$$

As

$$\sqrt{n}(\tilde{\rho}_n - \rho_0) = \frac{1}{\sqrt{n}}(e_n'\mathbb{D}_n\epsilon_n + \Phi_n\epsilon_n) + O_P(n^{-1/2}) = O_P(1)
$$

it follows that

$$\frac{1}{n}(\rho_0 - \tilde{\rho}_n)[Z_n'(\rho_0)P_{K,n}M_nZ_n + Z_n'M_n'P_{K,n}Z_n(\rho_0)] = T_{5n}^H + o_P(\rho_{K,n})
$$

where $T_{5n}^H = -\frac{1}{n}\sqrt{n}(e_n'\mathbb{D}_n\epsilon_n + \Phi_n\epsilon_n)[Z_n'(\rho_0)M_nZ_n - \tilde{Z}_n'M_n'\tilde{Z}_n(\rho_0)] = O_P(n^{-1/2})$. Then, $\hat{H}_n = H_n + T_{5n}^H + o_P(\rho_{K,n})$ with $T_{5n}^H = T_{1n}^H + T_{2n}^H + T_{5n}^H$.

For $\hat{h}_n$, we have

$$\hat{h}_n = \frac{1}{\sqrt{n}}Z_n'(\rho_0)P_{K,n}\epsilon_n + \frac{1}{\sqrt{n}}(\rho_0 - \tilde{\rho}_n)[Z_n'M_n'P_{K,n}\epsilon_n + Z_n'(\rho_0)P_{K,n}M_n\epsilon_n] + \frac{1}{\sqrt{n}}(\rho_0 - \tilde{\rho}_n)^2 Z_n'M_n'P_{K,n}M_n\epsilon_n,
$$

where, by Lemma 8 (iv)–(vii) and Lemma 7 (vi),

(a) $\frac{1}{\sqrt{n}}Z_n'(\rho_0)P_{K,n}\epsilon_n = h_n + T_{1n}^h + T_{2n}^h$ with $h_n = O_P(1)$, $T_{1n}^h = O_P(\Delta^{1/2} n K_1)$ and $T_{2n}^h = O_P(K/\sqrt{n})$,
(b) $\frac{1}{\sqrt{n}}Z_n'M_n'P_{K,n}\epsilon_n = \frac{1}{n}\tilde{Z}_n'M_n'\tilde{Z}_n(\rho_0) + O_P(K/n) = O_P(n^{-1/2})$,
(c) $\frac{1}{n}Z_n'(\rho_0)P_{K,n}M_n\epsilon_n = \frac{1}{n}Z_n'(\rho_0)M_n\epsilon_n + o_P(\rho_{K,n})$, and
(d) $n^{-3/2}Z_n'M_n'P_{K,n}M_n\epsilon_n = o_P(\rho_{K,n})$.

Thus, $\hat{h}_n = h_n + T_{1n}^h + o_P(\rho_{K,n})$, where $T_{1n}^h = T_{1n}^h + T_{2n}^h + T_{3n}^h + T_{4n}^h$ with

$$T_{3n}^h = -n^{-3/2}(e_n'\mathbb{D}_n\epsilon_n + \Phi_n\epsilon_n)\tilde{Z}_n'(\rho_0)M_n\epsilon_n = O_P(1/\sqrt{n})
$$

and

$$T_{4n}^h = -n^{-3/2}(e_n'\mathbb{D}_n\epsilon_n + \Phi_n\epsilon_n)\tilde{Z}_n'M_n'\tilde{Z}_n(\rho_0) = O_P(1/\sqrt{n})
$$

Corresponding to the terms of the decomposition in Lemma 2, we have $Z_n^h = \hat{h}_n - h_n - T_{1n}^h, Z_n^H = \hat{H}_n - H_n - T_{1n}^H$,

$$\hat{A}_n(K) = (h_n + T_{1n}^h + T_{2n}^h)(h_n + T_{1n}^h + T_{2n}^h)' + [(T_{3n}^h + T_{4n}^h)h_n']' - (h_nh_n'H^{-1}T_{1n}^h)'s
$$

and

$$Z_n^A(K) = [(T_{1n}^h + T_{2n}^h)(T_{3n}^h + T_{4n}^h)]'s + (T_{3n}^h + T_{4n}^h)(T_{3n}^h + T_{4n}^h)' = o_P(\rho_{K,n})
$$

We shall check that all conditions in Lemma 2 are satisfied and derive the explicit expression for $E[\hat{A}_n(K)]$. As $h_n + T_{1n}^h + T_{2n}^h = \frac{1}{\sqrt{n}}\tilde{Z}_n'(\rho_0)P_{K,n}\epsilon_n + \frac{1}{\sqrt{n}}e_n'R_n'P_{K,n}\epsilon_n$, then under the assumption that $\mu_3 = E(\epsilon_n^2\nu_n) = 0$, we have

$$E[(h_n + T_{1n}^h + T_{2n}^h)(h_n + T_{1n}^h + T_{2n}^h)'] = \frac{\sigma^2_\epsilon}{n}\tilde{Z}_n'(\rho_0)P_{K,n}\tilde{Z}_n(\rho_0) + \frac{1}{n}E(\epsilon_n'R_n'P_{K,n}\epsilon_n\epsilon'_nP_{K,n}R_n\zeta_n)$$
Since \( \zeta_n = [G_n v_n \gamma_0 + G_n R_n^{-1} \epsilon_n, v_n] \), the matrix \( E(\zeta'_n R'_n P_{K,n} \epsilon_n' P_{K,n} R_n \zeta_n) - \Omega_n(K) \), where

\[
\Omega_{n2}(K) = E(\zeta'_n R'_n P_{K,n} \epsilon_n) E(\epsilon'_n P_{K,n} R_n \zeta_n)
\]
can be expanded as a \( 4 \times 4 \) block matrix, with each block being of the order \( O(K) \) by Lemmas 3 and 4. Thus,

\[
E(\zeta'_n R'_n P_{K,n} \epsilon_n' P_{K,n} R_n \zeta_n) = \Omega_{n2}(K) + O(K)
\]

Then,

\[
E([h_n + T_{1n}^h + T_{2n}^h])(h_n + T_{1n}^h + T_{2n}^h)'] = \frac{\sigma^2_n}{n} Z_n'(\rho_0) P_{K,n} Z_n(\rho_0) + \Omega_{n2}(K) + o_P(\rho_{K,n})
\]

Note that

\[
E(T_{3n}^h') = -\frac{1}{n^2} Z_n'(\rho_0) M_n R_n^{-1} E(\epsilon_n' D_n \epsilon_n + F_n \epsilon_n' \epsilon_n') Z_n(\rho_0)
\]
and

\[
E(T_{4n}^h') = -\frac{1}{n^2} Z_n' M_n' P_{K,n} E(\epsilon_n' D_n \epsilon_n + F_n \epsilon_n' \epsilon_n') Z_n(\rho_0)
\]

where \( E(\epsilon_n' D_n \epsilon_n + F_n \epsilon_n' \epsilon_n') \) is UB by Lemma 9 (i), then \( E(T_{3n}^h') = O(1/n) = o(\rho_{K,n}) \), and

\[
E(T_{4n}^h') = O(1/n) + O(\sqrt{\Delta_{nK,2}/n}) = o(\rho_{K,n})
\]

by Lemma 7 (ii). As \( E(h_n h'_n H_n^{-1} T_n^{H'}) = -\frac{\sigma^2_n}{n} Z_n'(\rho_0) (I_n - P_{K,n}) Z_n(\rho_0) \), and, by Lemma 9, \( E(h_n h'_n H_n^{-1} T_n^{H'}) = O(1/n) = o_P(\rho_{K,n}) \) and \( E(h_n h'_n H_n^{-1} T_n^{H'}) = O(1/n) = o_P(\rho_{K,n}) \), we have

\[
E[A_n(K)] = \frac{\sigma^2_n}{n} Z_n'(\rho_0) P_{K,n} Z_n(\rho_0) + \frac{1}{n} \Omega_n(K) + 2 \frac{\sigma^2_n}{n} Z_n'(\rho_0) (I_n - P_{K,n}) Z_n(\rho_0) + o_P(\rho_{K,n})
\]

\[
= \frac{\sigma^2_n}{n} H_n + \frac{\sigma^2_n}{n} Z_n'(\rho_0) (I_n - P_{K,n}) Z_n(\rho_0) + \frac{1}{n} \Omega_n(K) + o_P(\rho_{K,n})
\]

Let \( S_n(K) \) be given by (16), then all conditions of Lemma 2 are satisfied. \( \square \)

**Proof of Proposition 6.** The proof follows by modifying that of Proposition 5. Now \( \rho_{K,n} = \text{tr}(S_n(K)) = O(K/n + \Delta_{nK,1}) \). The \( \hat{\delta}_{c_{24},n} \) satisfies

\[
\sqrt{n}(\hat{\delta}_{c_{24},n} - \delta_0) = \hat{H}_n^1 \hat{h}_n \text{ with } \hat{H}_n = \frac{1}{n} Z_n'(\hat{\rho}_n) P_{K,n} Z_n(\hat{\rho}_n) \text{ and } \hat{h}_n = \frac{1}{\sqrt{n}} [Z_n'(\hat{\rho}_n) P_{K,n} u_n(\hat{\rho}_n) - \tilde{Y}_n(K)]
\]

By Lemma 8 (viii), \( T_{3n}^H - E(T_{3n}^H) = o_P(K/n) \), where \( T_{3n}^H = \frac{1}{n} \zeta'_n R'_n P_{K,n} R_n \zeta_n \) is defined in Lemma 8 and \( E(T_{3n}^H) = \frac{1}{n} \Omega_n(K) \) with \( \Omega_n(K) \) given in (11).

Define \( T_{6n}^H = E(T_{3n}^H) \). Then, from the proof of Proposition 5,

\[
\hat{H}_n = H_n + T_n^H + o_P(\rho_{K,n}), \text{ where } T_n^H = T_{1n}^H + T_{2n}^H + T_{5n}^H + T_{6n}^H
\]
For \( \hat{h}_n \), we have

\[
\hat{h}_n = h_n + T_{1n}^h + T_{5n}^h - \frac{1}{\sqrt{n}}[\bar{\Upsilon}_n(K) - \Upsilon_n(K)] + \frac{1}{\sqrt{n}}(\rho_0 - \hat{\rho}_n)\left[Z_n^\prime M_n'P_{K,n} \epsilon_n + Z_n^\prime (\rho_0)P_{K,n}M_n u_n\right] \\
+ \frac{1}{\sqrt{n}}(\rho_0 - \hat{\rho}_n)^2 Z_n^\prime M_n'P_{K,n} M_n u_n
\]

where \( T_{5n}^h = \frac{1}{\sqrt{n}}[\zeta_n^\prime R_n P_{K,n} \epsilon_n - E(\zeta_n^\prime R_n P_{K,n} \epsilon_n)] = O_P(\sqrt{K/n}) \) by Lemma 8 (viii). By Lemma 11 (iv),

\[
- \frac{1}{\sqrt{n}}[\bar{\Upsilon}_n(K) - \Upsilon_n(K)] = T_{6n}^h + o_P(\rho_{K,n}) \text{ with } T_{6n}^h = - \frac{1}{n} (a_1', a_2')' = O_P(K/n)
\]

where \( a_1 \) and \( a_2 \) are defined in Lemma 11 (iv). By Lemma 8 (v)–(viii),

\[
\frac{1}{n} Z_n^\prime M_n'P_{K,n} \epsilon_n = \frac{1}{n} \bar{Z}_n^\prime M_n'P_{K,n} \epsilon_n + \frac{2}{n} E(\zeta_n^\prime R_n P_{K,n} \epsilon_n) + o_P(\rho_{K,n}),
\]

and

\[
\frac{1}{n^3} Z_n^\prime M_n'P_{K,n} M_n u_n = o_P(\rho_{K,n}).
\]

Therefore,

\[
\hat{h}_n = h_n + T_{1n}^h + o_P(\rho_{K,n}), \quad \text{where } T_n^h = T_{1n}^h + T_{5n}^h + T_{6n}^h + T_{3n}^h + T_{4n}^h + T_{7n}^h
\]

with \( T_{3n}^h \) and \( T_{4n}^h \) defined in the proof of Proposition 5; and

\[
T_{7n}^h = -n^{-3/2}(\epsilon_n^\prime \Pi_n \epsilon_n + \Pi_n \epsilon_n)[E(\zeta_n^\prime M_n'P_{K,n} \epsilon_n) + E(\zeta_n^\prime R_n P_{K,n}M_n u_n)] = O_P(K/n)
\]

For the decomposition in Lemma 2, take

\[
Z_n^A(K) = (h_n + T_{1n}^h)(h_n + T_{1n}^h)' - (h_n h_n' H_n^{-1} T_n^H)^s - \hat{A}_n(K),
\]

and

\[
\hat{A}_n(K) = (h_n + T_{1n}^h)(h_n + T_{1n}^h)' + [h_n (T_{3n}^h + T_{4n}^h + T_{5n}^h + T_{6n}^h + T_{7n}^h)]' + (T_{1n}^h T_{5n}^h)' + T_{5n}^h (T_{5n}^h)' - (h_n h_n' H_n^{-1} T_n^H)^s
\]

Then \( Z_n^A(K) = o_P(\rho_{K,n}) \). To check that the conditions in Lemma 2 are satisfied, we now investigate \( E(\hat{A}_n(K)) \). First,

\[
E[(h_n + T_{1n}^h)(h_n + T_{1n}^h)'] = \frac{1}{n} E(\bar{Z}_n^\prime (\rho_0)P_{K,n} \epsilon_n \epsilon_n^\prime M_n'P_{K,n} \bar{Z}_n(\rho_0)) = \frac{\sigma^2}{n} \bar{Z}_n^\prime (\rho_0)P_{K,n} \bar{Z}_n(\rho_0)
\]

By the proof of Proposition 5, \( E[h_n (T_{3n}^h + T_{4n}^h)] = o_P(\rho_{K,n}) \). Under the assumption that \( E(\epsilon_n^3_{mi}) = E(\epsilon_n^2_{ni} v_n) = 0 \), we have \( E(h_n T_{5n}^h) = 0 \), \( E(T_{1n}^h T_{5n}^h) = 0 \),

\[
E(h_n T_{7n}^h) = - \frac{\sigma^2}{n^2} \bar{Z}_n^\prime (\rho_0)E_{n}(E(\zeta_n^\prime M_n'P_{K,n} \epsilon_n) + E(\zeta_n^\prime R_n P_{K,n}M_n u_n))'
\]

and

\[
E(h_n T_{5n}^h) = - \frac{1}{n} E(h_n a_1', h_n a_2') = - \frac{1}{n} [\Pi_{n2,1}(K), \Pi_{n2,2}(K)]
\]

where \( \Pi_{n2,1}(K) \) and \( \Pi_{n2,2}(K) \) are given in (23) and (24) respectively. The expression for \( E(T_{5n}^h T_{5n}^h) \) can be derived by Lemma 3. Under Assumption 9 (ii), \( \text{vec}(\Gamma_{nK,i}) \text{vec}(\Gamma_{nK,j}) = o(K) \) for \( i, j = 1, 2, 3 \). Then \( E(T_{5n}^h T_{5n}^h) = \frac{1}{n} \Pi_{n1}(K) + o(K/n) \), where \( \Pi_{n1}(K) \) is given in (21). By the proof of Proposition 5, \( E[h_n h_n' H_n^{-1}(T_{2n}^h + T_{5n}^H)'] = o_P(\rho_{K,n}) \). Furthermore,

\[
E[h_n h_n' H_n^{-1}(T_{1n}^H + T_{6n}^H)'] = - \frac{\sigma^2}{n} \bar{Z}_n^\prime (\rho_0) (I_n - P_{K,n}) \bar{Z}_n(\rho_0) + o_P(1)
\]
Therefore,
\[ E(\hat{A}_n(K)) = \sigma^2_n H_n + \frac{\sigma^2_n}{n} Z'_n(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) + \frac{1}{n} \Pi n_1(K) + \frac{1}{n} \Pi n_2(K) + \frac{1}{n} \Pi n_3(K) + o_P(\rho_{K,n}) \]
where \( \frac{1}{n} \Pi n_2(K) = E[(h_n T_{m,n}^H)^s] - 2 \sigma^2_n T_{m,n}^H \) and \( \frac{1}{n} \Pi n_3(K) = E[(h_n T_{m,n}^H)^s] \). Let \( S_n(K) \) be given by (17), then all conditions in Lemma 2 are satisfied and the result in the proposition holds.

**Proof of Proposition 7.** As \( Z_n(\rho_n) = Z_n(\rho) + (\rho_n - \rho_n) M_n Z_n \) and \( Z_n = \tilde{Z}_n + \zeta_n \), we have

\[
Z'_n(\rho_n)(I_n - P_{K,n}) Z_n(\rho_n) = Z'_n(\rho_0)(I_n - P_{K,n}) Z_n(\rho_0) + (\rho_0 - \rho_n)[Z'_n M'_n (I_n - P_{K,n}) Z_n(\rho_0)]^s + (\rho_0 - \rho_n)^2 Z'_n M'_n (I_n - P_{K,n}) M_n Z_n
\]

where

\[
Z'_n(\rho_0)(I_n - P_{K,n}) Z_n(\rho_0) = \tilde{Z}'_n(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) + [\tilde{Z}'_n(\rho_0)(I_n - P_{K,n}) R_n \zeta_n]^s + \zeta_n R_n' R_n \zeta_n - \zeta_n R_n' P_{K,n} R_n \zeta_n
\]

Let

\[
\hat{S}_{n,\xi}(K) = \hat{S}_{n,\xi}(K) - \frac{\hat{\sigma}^2_n}{n} \hat{H}_n^{-1} [\zeta_n R_n' R_n \zeta_n + (\rho_0 - \rho_n)(\zeta_n M_n' R_n \zeta_n)^s + (\rho_0 - \rho_n)^2 \zeta_n M_n' M_n \zeta_n] \hat{H}_n^{-1} \zeta
\]

As \( [\hat{S}_{n,\xi}(K) - \tilde{S}_{n,\xi}(K)] \) does not depend on \( K \), arg \( \min_K \hat{S}_{n,\xi}(K) = \arg \min_K \hat{S}_{n,\xi}(K) \). By Lemma 12, we only need to show that \( \sup_K [\tilde{S}_{n,\xi}(K) - \hat{S}_{n,\xi}(K)] \to 0 \).

Let \( e_i \) be the \( i \)th column of the \((m+1) \times (m+1)\) identity matrix. Since \( \hat{\sigma}^2_n = \sigma^2_n + o_P(1) \) and \( \hat{H}_n = H_n + o_P(1) = O_P(1) \), for the GS2SLS, by the triangular inequality, it is sufficient to show the following:

(i) \( \sup_K [e'_i \Omega_n^2(K) e_j]/[n S_n, \xi(K)] < c \) for some constant \( c > 0 \) and \( \sup_K [e'_i \hat{\Omega}_n^2(K) - \Omega_n^2(K)] e_j]/[n S_n, \xi(K)] \to 0 \);

(ii) \( \sup_K [e'_i Z'_n(\rho_0)(I_n - P_{K,n}) \tilde{Z}_n(\rho_0) e_j]/[n S_n, \xi(K)] \to 0 \);

(iii) \( \sup_K [e'_i \Omega_n^1(K) e_j]/[n S_n, \xi(K)] < c \) for some constant \( c > 0 \), \( \sup_K [e'_i \hat{\Omega}_n^1(K) - \Omega_n^1(K)] e_j]/[n S_n, \xi(K)] \to 0 \) and \( \sup_K [e'_i \zeta_n R_n' P_{K,n} R_n \zeta_n - \Omega_n^1(K)] e_j]/[n S_n, \xi(K)] \to 0 \);

(iv) \( \sup_K [e'_i Z'_n(\rho_0)(I_n - P_{K,n}) R_n \zeta_n e_j]/[n S_n, \xi(K)] \to 0 \), and

(v) \( \sup_K [e'_i \{ (\rho_0 - \rho_n)[Z'_n M_n'(I_n - P_{K,n}) Z_n - \zeta_n M_n' M_n \zeta_n] e_j]/[n S_n, \xi(K)] \to 0 \).

For the CGS2SLS, we need to show (ii)-(v) and

(i') \( \sup_K [e'_i [\Pi_n^1(K) + \Pi_n^2(K) + \Pi_n^3(K)]] e_j]/[n S_n, \xi(K)] < c \) for some constant \( c > 0 \) and \( \sup_K [e'_i [\hat{\Pi}_n^1(K) + \hat{\Pi}_n^2(K) + \hat{\Pi}_n^3(K) - \Pi_n^1(K) - \Pi_n^2(K) - \Pi_n^3(K)] e_j]/[n S_n, \xi(K)] \to 0 \).

We first show (i) and (i'). By Lemma 4,

\[
\sup_K [e'_i \Omega_n^2(K) e_j]/[n S_n, \xi(K)] < c_1 \sup_K K^2/[n S_n, \xi(K)]
\]
for some constant \( c_1 > 0 \). By Assumption 10 (ii), for the GS2SLS, \( S_{n,\xi}(K) > K^2 c_2 / n \) for some \( c_2 > 0 \). Then \( \sup_K |e_i' \Omega_{n2}(K) e_j|/\|nS_{n,\xi}(K)\| < c \) for some constant \( c > 0 \). For \( \text{tr}[P_{K,n} R_n(\hat{\rho}_n) G_n(\hat{\lambda}_n)] \), by the mean value theorem,

\[
\left| \text{tr}[P_{K,n} R_n(\hat{\rho}_n) G_n(\hat{\lambda}_n)] - \text{tr}(\Gamma_{n,K,2}) \right|
\]

\[
= |(\hat{\lambda}_n - \lambda_0) \text{tr}[P_{K,n} R_n(\hat{\rho}_n) G_n^2(\hat{\lambda}_n)] - (\hat{\rho}_n - \rho_0) \text{tr}[P_{K,n} M_n G_n(\hat{\lambda}_n)]| 
\]

\[
\leq K c \sqrt{ (\hat{\lambda}_n - \lambda_0)^2 + (\hat{\rho}_n - \rho_0)^2 } 
\]

in probability for some constant \( c > 0 \), by Lemmas 10 and 4. As all parameter estimates used in \( \hat{\Omega}_{n2}(K) \) are consistent, applying similarly the mean value theorem to other terms in \( \hat{\Omega}_{n2}(K) \), we can see that \( ||\hat{\Omega}_{n2}(K) - \Omega_{n2}(K)|| \leq K^2 c_n \) in probability, where \( c_n = o_P(1) \) does not depend on \( K \). Thus (i) holds.

For the CGS2SLS, (i') holds similarly.

The (ii) holds because \( |e_i' \bar{Z}_n(\rho_0)(I_n - P_{K,n}) \bar{Z}_n(\rho_0) e_j| \leq c_1 \Delta_{n,K,1} \) for some \( c_1 > 0 \), and \( nS_{n,\xi}(K) > c \Delta_{n,K,1} \) for some constant \( c > 0 \) by Assumption 10 (ii).

For (iii), the first two results are similar to those in (i), thus we only show that

\[
\sup_K |e_i' [\zeta_n' R_n' P_{K,n} R_n \zeta_n - \Omega_{n1}(K)] e_j|/\|nS_{n,\xi}(K)\| \xrightarrow{p} 0
\]

By Chebyshev’s inequality, for any \( \eta > 0 \),

\[
P(\sup_K |e_i' [\zeta_n' R_n' P_{K,n} R_n \zeta_n - \Omega_{n1}(K)] e_j|/\|nS_{n,\xi}(K)\| \geq \eta) 
\]

\[
\leq \sum_K E\{e_i' [\zeta_n' R_n' P_{K,n} R_n \zeta_n - \Omega_{n1}(K)] e_j e_j' [\zeta_n' R_n' P_{K,n} R_n \zeta_n - \Omega_{n1}(K)] e_i \}/\|\eta^2 n^2 S_{n,\xi}^2(K)\| 
\]

\[
\leq \sum_K E\{e_i' [\zeta_n' R_n' P_{K,n} R_n \zeta_n - \Omega_{n1}(K)] [\zeta_n' R_n' P_{K,n} R_n \zeta_n - \Omega_{n1}(K)] e_i \}/\|\eta^2 n^2 S_{n,\xi}^2(K)\| 
\]

\[
\leq K c/\|\eta^2 n^2 S_{n,\xi}^2(K)\| \leq c_1/\|\eta^2 n S_{n,\xi}(K)\| 
\]

for some constants \( c > 0 \) and \( c_1 > 0 \), where the third inequality follows by Lemmas 3 and 4, and the last inequality holds since \( nS_{n,\xi}(K) \geq K c_2 \) for some constant \( c_2 > 0 \) by Assumption 10 (ii). The result then follows by Assumption 11.

For (iv), by Chebyshev’s inequality, for any \( \eta > 0 \),

\[
P(\sup_K |e_i' \bar{Z}_n(\rho_0)(I_n - P_{K,n}) R_n \zeta_n e_j|/\|nS_{n,\xi}(K)\| > \eta) 
\]

\[
\leq \sum_K E\{e_i' \bar{Z}_n(\rho_0)(I_n - P_{K,n}) R_n \zeta_n e_j e_j' \zeta_n' R_n'(I_n - P_{K,n}) \bar{Z}_n(\rho_0) e_i \}/\|\eta^2 n^2 S_{n,\xi}^2(K)\| 
\]

\[
\leq \sum_K \bar{\tau}_{c,\text{max}} e_i' \bar{Z}_n(\rho_0)(I_n - P_{K,n}) \bar{Z}_n(\rho_0) e_i]/\|\eta^2 n^2 S_{n,\xi}^2(K)\| 
\]

\[
\leq \sum_K c/\|\eta^2 n S_{n,\xi}(K)\| 
\]

for some constant \( c \), where \( \bar{\tau}_{c,\text{max}} \) denotes the largest eigenvalue of \( R_n' E(\zeta_n' \zeta_n') R_n \), and the last inequality holds because \( R_n' E(\zeta_n' \zeta_n') R_n \) is UB and \( S_{n,\xi}(K) > c_1 \Delta_{n,K,1} \) for some \( c_1 > 0 \). Thus the result holds.

For (v), as \( Z_n = \bar{Z}_n + \zeta_n \) and \( \sqrt{n}(\hat{\rho}_n - \rho_0) = O_P(1) \), we show the following:
By Lemma 7 (iii), we have
\[
E_{\sigma(K)} > \eta.
\]
For (2), similar to (iv), for any \(\eta > 0\), we have
\[
P(\sup_{K} |e'_{i} Z_{n} M'_{n}(I_{n} - P_{K,n}) Z_{n}(\rho_{0}) e_{j}|/[n^{2/3} S_{n,\xi}(K)] > \eta) \leq c \eta^{-2} \sum_{K} (\Delta_{n,K,2}/[n S_{n,\xi}(K)]) [n S_{n,\xi}(K)]^{-1},
\]
and
\[
P(\sup_{K} |e'_{i} Z_{n}(\rho_{0})(I_{n} - P_{K,n}) M_{n} e_{j}|/[n^{2/3} S_{n,\xi}(K)] > \eta) \leq c \eta^{-2} \sum_{K} (\Delta_{n,K,1}/[n S_{n,\xi}(K)]) [n S_{n,\xi}(K)]^{-1},
\]
for some \(c > 0\). (3) is similar to (i). \(\square\)
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