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The impact of firm subsidies: 
Evaluating German regional policy 

                                           Bastian Alm and Franz-Josef Bade 
October 2009 

Abstract 

Recently, the number of state interventions and of firm subsidies has largely 
increased. However, the possible outcome of such interventions is rather am-
biguous. This paper investigates the impact of firm subsidies granted by Ger-
man regional policy. The long experiences made with regional capital and em-
ployment assistances provide a good opportunity for evaluating the impact of 
firm subsidies in a systematic way. The first part of the paper begins with a 
brief introduction into the institutional structure of the German regional assis-
tance scheme, its objectives and main instruments. It follows a discussion of 
earlier evaluation studies putting the emphasis on their methodological charac-
teristics. In the second part, an alternative approach of impact analysis is devel-
oped concentrating on the economic performance of the individual firm as-
sisted by investment grants. The empirical basis is given by linking data of the 
assisted firms with the social security data differentiated by firms. One main 
advantage of the uniform database is that it allows to measure and to compare 
the employment performance of assisted and non-assisted firms free of distor-
tions caused by different data sources. In addition, the database provides in-
formation about the number and structure of firm employment for a longer pe-
riod of time. Thus, micro-econometric methods of evaluation are applied such 
as matching procedures by pairing firms with and without financial subsidies 
and controlling them for other influences, simultaneously. First results for the 
period 1998-2008 will be presented.  
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1. INTRODUCTION 
Aimed at giving structurally weak regions an opportunity to catch up with 

the overall economic process, the federal government and the federal states still 

invest considerable amounts of money in the field of German regional policy. 

Thereby, the Joint Task program of the Federation and the states “Improvement 

of Regional Economic Structure” (Joint Task program) still captures the lion’s 

share of total funds, although the program funds have started to decline begin-

ning in the nineteen nineties. Political decision makers justify the enduring 

commitment of the federation mainly with the explanation that the macroeco-

nomic conditions and their continuous variation affect the regions in a different 

way, which requires for the reallocation of resources between regions in order 

to establish equal living conditions throughout the federal territory. 

In view of the persistent divergence in the development of the different re-

gions, as well as the scarcity of public funds, it is not surprising that the Joint 

Task program and specifically its main instrument, capital subsidies for firms, 

are constantly part of an intense and critical debate about the achievements in 

terms of the causal effect of German regional policy. The fundamentally differ-

ent perceptions of the conception and, closely linked with this, the success of 

the Joint Task program became especially evident in the dispute about the fu-

ture path of German regional policy. In this regard, at least part of the politi-

cians regarded the prospective concentration of the investment aid on structur-

ally strong regions and therefore a paradigm change as being a promising strat-

egy. 

There is numerous evidence of uncertainty concerning the consequences 

caused by the capital subsidies within the Joint Task program. For instance, the 

Court of Auditors (Bundesrechnungshof) stated in 2006 that the allocation of 

funds is controlled insufficiently and that the German Federal Parliament is in-

completely informed about the impact of the program (Bundesrechnungshof: 

2006). A so-called “oral question” (Große Anfrage) of the German Federal Par-
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liament from the year 2006 is indicative for the accuracy of the latter diagnosis. 

Therein, the deputies demanded scientific evidence that could show an impact 

of the program on the creation and preservation of jobs (Deutscher Bundestag: 

2006).  

That the effects of capital subsidies on both the assisted firms and the as-

sisted regions still seem to be a “black box” for the deputies is rather astonish-

ing, as the necessity of an adequate evaluation of the Joint Task program was 

already evident when it was introduced in 1969. Already the first framework 

plan for the Joint Task program contained the passage (Deutscher Bundestag: 

1971):  

“The planning committee expects the assisted regions to be subject to evaluation.”  

According to Article 7, paragraph 2 of the German Federal Budget Code 

(BHO), the Joint Task program is subject to investigation of its profitability. This 

is required for all political financial subsidies, which are defined by the fact that 

they have a direct or indirect effect on the revenue and expenditure of the fed-

eral budget. Evaluation of German regional policy is based on three different 

pillars: execution control, target control and impact analysis. Only the latter 

tries to detect the relationship between the program (treatment) and the pro-

gram effects (impact). With regard to the evaluation of capital subsidies, gener-

ally two different levels of impact analyses can be distinguished. Microeco-

nomic approaches focus on describing the performance of the subsidized firms, 

whereas macroeconomic approaches investigate the overall effects on the econ-

omy. Both types of impact analyses are characterized by advantages and draw-

backs in estimating the effects of capital subsidies.  

The remainder of the paper is organized as follows. Section 2 contains an 

overview of the concept and principal objectives of capital subsidies as a re-

gional policy instrument. In Section 3, the specifics and restrictions of the avail-

able data for evaluation studies of the Joint Task program are described. The 

fourth section compares the different methodological approaches which can be 
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used for the estimation of the impacts of capital subsidies, focusing on the ap-

plication of a matching estimator.  

 

2. INSTITUTIONAL SETTING 
The Basic Law of the Federal Republic of Germany (Grundgesetz für die 

Bundesrepublik Deutschland, GG) ascribes the basic competence in the field of 

regional policy affairs to the federal states and municipalities. As the general 

basis of this allocation of rights and duties serves the subsidiarity principle that 

stipulates a bottom-up structure of the state.  

The cooperation between the federal government and the federal states 

within the Joint Task program is legitimized by article 91a GG and is elaborated 

in the law on the Joint Task program from October sixth in 1969. For a time 

frame of four years, the federation and the states agree on a framework plan 

that is to be adapted on a yearly basis and contains, inter alia, the regulations 

for assistance and the assisted areas map. According to article 30 GG, the sole 

responsibility for the implementation of the different measures lies with the 

states. 

 
2.1 Capital subsidies within the Joint Task program 

Since local firms are seen to be the drivers of the regional economic growth 

and development in German regional policy, capital subsidies to firms form the 

largest part of the overall Joint Task program budget. Between 1998 and 2008, 

the overall Joint Task program budget amounted to 21.6 bn €, with nearly 73 

percent (15.7 bn €) allotted to capital subsidies. Beyond that, local economic in-

frastructure projects (5.9 bn €) and, starting in 1995, non-investive measures  

(72 m €) can also be granted.  

By subsidizing investment in private business, the Joint Task program in-

tends to modernize the capital stock, as well as to attract new economic activity 

into the assisted regions. This, in turn, should lead to an increase in regional 
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competitiveness, income and especially employment. For instance, in terms of 

the number of jobs promoted, there were 378,203 new jobs promoted over the 

period 1998-2008 according to the official statistics of the Joint Task program.  

Besides, the number of safeguarded jobs amounted to 1,092,376 in the same pe-

riod. 

The appraisal of the need for each of the 270 German functionally defined la-

bor market regions was conducted on the basis of the four indicators that are 

presented with their respective weights in figure 1. 

 

Figure 2 provides guidance on the assisted areas map 2000-2006 and the re-

gional distribution of capital subsidies within the Joint Task program for the 

period covered in the ongoing evaluation. The respective status of the assisted 

areas ranged from A to E, with A denoting the highest assistance intensity and 

E the lowest. Apparently, the funding priority was unambiguously on eastern 

Germany. In western Germany, capital subsidies were especially provided in 

those regions that include primarily rural areas and old industrial regions un-

dergoing structural changes, as well as the eastern Bavarian regions bordering 

with the Czech Republic.  

 4 



 

The principle eligibility for assistance depends not only on the type of in-

vestment and the belonging to an assisted area. An additional selection criterion 

is the assessment of the so-called “primary effect” (Tetsch et al.: 1996), which is 

only fulfilled if the majority of produced goods or services of the respective 

firm are suited for supra-regional sale. This is assumed for the manufacturing 

sector and 18 service sectors.  

 

2.2 Principal objectives of capital subsidies within the Joint Task program 

The primary emphasis of German regional policy is placed on enabling struc-

turally weak regions to catch up with the overall economic development by 

compensating their locational disadvantages. The objective to foster the re-

gional balance and to facilitate the reduction of regional disparities is derived 

from the constitutional claim of establishing equal living conditions in the entire 

federal territory (article 72 para. 2 and article 106 para. 3 of the GG). This gen-

eral principle is in line with comprehensive regional planning at the federal 

level, which demands for balanced economic, infrastructural, social, ecological 
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and cultural conditions in the respective regions (sec. 2 para. 2 no.1 of Federal 

Regional Planning Act). From this (redistributive) perspective, the transfer 

mechanism of resources between the regions is regarded as being a necessary 

corrective of the market mechanism. Quoting the framework plan, especially 

the reduction of “interregional differences in realized income and the availability of 

employment” is a major objective (Deutscher Bundestag 2007). 

But, the reallocation of resources between regions is not only justified with 

the balancing objective. Furthermore, granting of capital subsidies should lead 

optimal macroeconomic regional growth in the assisted areas. This is expected 

to happen through improved competitiveness, adaptiveness and innovative 

ability of the assisted firms, which in turn should increase their productivity. 

Finally, the stability objective aims at keeping the consequences of cyclical 

and structural risks on the labor and income situation in the assisted areas at a 

low level. Thence, structure-conserving measures should be avoided as far as 

possible in favor of measures that facilitate the structural change. Figure 3 dis-

plays the objectives of capital subsidies and the resulting target goals within 

German regional policy. 
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3. DATA 
The data of the ongoing evaluation comes from two primary sources: The of-

ficial statistics of the Joint Task program (Federal Office of Economics and 

Export Control, BAFA) and the statistics of employees subject to social insur-

ance contributions (Statistik der sozialversicherungspflichtig Beschäftigten, Federal 

Employment Agency, BA).  

 

3.1 Official statistics of the Joint Task program - BAFA data source 

Subsequent to the selection of the funded projects, the federal states transmit 

the data from the approved grant applications to the BAFA that accounts for the 

acquisition of data. This data is the central element of the so-called Bewil-

ligungsstatistik,  

which contains, beyond various identification attributes, projected figures con-

cerning investment volume, approved funds and the number of promoted as 

well as safeguarded jobs for each investment project. The respective actual fig-

ures arecollected after the completion of the investment project and gathered in 

the so-called Verwendungsnachweisstatistik. 

According to the Bewilligungsstatistik, the Joint Task program allocated €15.7 

bn € for capital subsidies to 26,762 firms that carried out 38,561 granted projects 

in the assisted areas during the 1998-2008 period. 

 
3.2 Statistics of employees subject to social insurance contributions - BA data 
source 

For various reasons, an adequate evaluation of capital subsidies within the 

Joint Task program cannot be performed solely on the basis of the official statis-

tics of the Joint Task program. The most important drawback of the BATA data 

source is that both the Bewilligungsstatistik and the Verwendungsnachweisstatistik 

lack valid and appropriate indicators that could entail verifiable statements 

concerning the success of the program. Therefore, additional data is essential. 
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The statistics of employees subject to social insurance contributions of the 

Federal Employment Agency (BA) is based on reportable data by employers for 

their employees subject to social insurance contributions (SVB). However, this 

statistic does not show the total number of employees in Germany, as not all 

persons in employment are included in it: self-employed persons, officials and 

persons whose compensation does not exceed 400 € per month (“minijob”). In 

June 2008, the total number of employees exceeded the number of employees 

subject to social insurance contributions (SVB) by ca. 45 percent. A very valu-

able characteristic of the statistics of employees subject to social insurance con-

tributions lies in the availability of quarterly retrospective structural data. Addi-

tionally, it provides information on gross wage and employment durations at 

annual intervals. 

The empirical basis of the ongoing evaluation is given by the linkage of both 

data sources. For that purpose, the data of the statistics of employees subject to 

social insurance contributions has to be aggregated on the firm level instead of 

the employee level. The data thus obtained will be linked with the BAFA data 

source by using a component of both data sources: the firm number that is 

given to each firm with employees subject to social insurance contributions by 

the BA. In the case of a wrong or missing firm number in the BAFA data source, 

additional information can be used in order to identify the respective firm in the 

BA data source as, for instance, its name or address. After the linkage of these 

two data sources the sample therefore allows one to follow the development of 

each single identified subsidized firm and all non-subsidized firms until 1983 in 

western Germany and 1993 in eastern Germany. 

Figure 4 illustrates the disposable parameters of both data sources. 
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4. EVALUATION METHODS 

The main task of any scientific evaluation consists in the assessment of a cer-

tain policy, theme, program, project etc. (evaluand/treatment). For that pur-

pose, the evaluator has to use an appropriate study design taking into account 

the specific circumstance of the case and whose results eventually reduce uncer-

tainty about the impacts of the evaluand, as evaluation is not an end in itself. 

According to the Standards for Evaluation of the German Evaluation Society, 
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evaluations must be utile, feasible, proper and accurately at the same time, re-

gardless to the specific evaluand (German Evaluation Society: 2003).1  

In German regional policy, evaluation of capital subsidies to industrial firms 

consists of three different types. The execution control (Vollzugskontrolle) exam-

ines whether the preconditions for allowing subventions were met and can be 

seen as a pure administrative control, while the target control (Ziel-

erreichungskontrolle) investigates to what extent regional political objectives are 

accomplished at the time of evaluation. Only the impact analysis (Wirkungsana-

lyse) addresses if and to what extent capital subsidies are causative for the ob-

served firm performance. Put in other words, exclusively the latter evaluation 

type is utile for measuring the causal effect of capital subsidies and therefore 

should be the core of any evaluation study of the Joint Task program. 

In the course of designing an impact analysis method, the evaluator’s role is 

to consider various factors, inasmuch as he or she aims at conducting a study 

that meets the four above-mentioned principles. In this context, attention has to 

be paid to not only to the characteristics of the specific evaluand and the priori-

ties of the stakeholders. Moreover, the evaluation purposes and the stage of 

evaluation (ex-ante, mid-term, ex-post) have a bearing on the choice of the im-

pact analysis method, as well as research questions and the specifics and restric-

tions of the available data.  

 
                                                 
1 These principles are derived by the program evaluation standards by the Joint Committee on Standards 
for Educational Evaluation (1994). 
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Previous impact evaluation studies that were conducted starting in the late 

nineteen seventies differ particularly in their evaluation purposes, research 

questions, access to data and thus in their methodological background.2 What 

they all have in common, however, is that they have to overcome the funda-

mental evaluation problem. 

 

4.1 The fundamental evaluation problem 

In a randomized experiment, the identification of the causal effect of an inde-

pendent variable (treatment) on a dependent variable (outcome) is not challeng-

ing. After the random partition of subjects of a certain population into a treat-

ment and a comparison group, the average treatment effect ( )α can be calcu-

lated as follows: 

           ,][ 01 YYE −=α                                             (1) 

where ][ 01 YYE −  stands for the expected difference in average outcomes be-

tween treated ( )1Y  and non-treated subjects ( )0Y  at any given time after the im-

plementation of the treatment. As the subjects of both groups are drawn ran-

domly from the same population, participation status is independent of all ob-

served and unobserved baseline variables as a result of the law of large num-

bers. 

Though in the case of the Joint Task program, the commissioning of capital 

subsidies does not rely on an experimental design for mainly two reasons. First, 

it seems doubtful that a random assignment to the program would be ethical: 

assigned firms would benefit from capital subsidies, regardless of their financial 

status, competitive position and even capital expenditure plan. This assuredly 

would give rise to a debate on whether the coercion to accept subsidies is tan-

tamount with a high level of deadweight effects. Moreover, the according law 

as well as the framework plan for the Joint Task program define the prerequi-

                                                 
2 For a summary, see Lammers and Niebuhr (2004). 
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sites for the assignment and entitle eligible sectors. Since the program was al-

ready implemented in 1969, experimental design is not feasible for evaluation 

purposes of the Joint Task program.  

As a consequence of non-random assignment, the two groups, on the one side 

the subsidized firms and on the other side the non-subsidized firms, may differ 

in their outcome variables even if the capital subsidies have no effect. Put in 

other words, differences in outcomes between the two groups cannot be attrib-

uted solely to the recipience of capital subsidies, since both groups may be in-

comparable prior to the treatment in their observable and unobservable vari-

ables (Rosenbaum: 1986). Therefore, the non-subsidized firms are no adequate 

predictor for the inherently non-observable counterfactual outcome of the sub-

sidized firms in the event of their non-treatment. The fact that the counterfac-

tual outcome is not observable by definition is often referred to as the funda-

mental evaluation problem. Given that, the calculation of the average treatment 

effect by means of equation (1) would yield biased results (Engel: 2001). In ob-

servational studies, different impact analyses methods are applied to steer 

around this fundamental evaluation problem. Thereby, “research has moved a 

long way from relying on simple least squares methods for estimating average treatment 

effects” (Imbens: 2004). 
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4.2 Impact analysis methods 

The different impact analyses methods applicable to the assessment of the ef-

fect of capital subsidies fall into two different categories: macroeconomic and 

microeconomic methods. Figure 6 shows the broad range of impact analyses 

methods.  

 

4.2.1 Macroeconomic level 

Macroeconomic approaches tend to simulate the impact of a specific treat-

ment on the economy as a whole or specific sectors or regions of an economy. 

These approaches aim at taking both, substitution and external effects, into con-

sideration.  

To satisfy this objective, all interferences between the different components 

have to be brought into the model by means of a system of equations, guided by 

theoretical considerations. In the best knowledge of the author, the probably 

most advanced approach to estimate the impact of a public policy program on a 

macroeconomic level is the HERMIN modeling framework, which is based on 

the multi-sectoral HERMES model developed by the European Commission 

(D’Alcantara, Italianer: 1982). The HERMIN model that has been used fre-

quently to evaluate the EU’s Structural Funds Program, incorporates theoretical 
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foundations of the Keynesian small open economy model as well as elements of 

the neoclassical endogenous growth theory and typically consists of four sec-

tors (agriculture, manufacturing, market services and non-market services). All 

in all, the model contains approximately 250 equations (Bradley et al.: 2006). 

Obviously, this kind of macroeconomic simulation models basically and essen-

tially does not only require many assumptions, but make also high demands on 

the data source that is used.  

The same applies to numerous impact analysis studies of regional invest-

ment incentives that have been conducted over the last few decades.3 Schalk 

and Untiedt (2000) estimated the effect of capital subsidies within the Joint Task 

program using a model with three equations: two factor demand functions for 

investment and labor and an output function. A key element of this model is 

the user cost of capital, which is reduced by capital subsidies and assumed to 

have a decisive influence on both, the factor demand and outcome decisions, 

and thus, substitution and outcome effects. The main drawback of this ap-

proach, comparable to the HERMIN model, is that its results are highly de-

pendent on the derivation of equations convenient for estimation. Minor devia-

tions from the approximations, that are necessary for the derivation of the 

model equations have a substantial influence on the results, and therefore could 

reduce empirical evidence of the causal effects of capital subsidies.4  

Recently, Becker et al. (2008) applied a difference-in-differences regression-

discontinuity design in order to evaluate the EU’s Structural Funds Program. In 

the first step of their analysis, they exploited variation in GDP per capita at 

NUTS 3 level within NUTS 2 aggregates.5 Then, in order to estimate the effect 

of Objective 1 transfers, they compared the mean GDP per capita and employ-
                                                 
3 See, for instance, Luger (1984), Faini and Schiantarelli (1985), Harris (1991), Daly et al. (1993),  
Schalk and Untiedt (2000) and Harris and Robinson (2005).  
4 A common critique to this approach is further that spillover effects are not incorporated as input-output 
tables are not available for all regions in Germany, just as little as the effects on the factor prices, goods 
prices and substitution processes due to the missing regional price elasticity of demand data  
(Krieger-Boden, Lammers: 1996).    
5 The acronym NUTS stands for Nomenclature of Territorial Units for Statistics. NUTS 2 is the regional 
level of aggregation for which most of the Structural Funds Program is assigned. 
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ment growth rates of regions with and without Objective 1 fund recipience. 

This comparison is not performed by contrasting the mean of the outcome vari-

ables of the assisted regions for one and the non-assisted regions for another. 

Rather, only those non-assisted regions are compared with the assisted regions 

that have approximately the same likelihood of belonging to the Objective 1 

are

as differ not exclusively in their 

assignment status from the non-assisted areas.  

4.2

 firm level. Assume that the par-

ticipation sta an be written as: 

the respective coefficients 

a.  

In the case of Joint Task evaluation, this approach is inappropriate mainly 

because capital subsidies are provided in all labor market regions of eastern 

Germany. The problem of missing non-assisted comparison regions also arises 

in western Germany, given that the assisted are

 
.2  Microeconomic level 

Contrary to the mentioned macroeconomic approaches, microeconomic 

evaluation approaches can be applied to estimate the impact of capital subsidies 

on a set of outcome variables of interest on the

tus of firm, ,∗id  c

                           ,iii Zd ϑγ +=                                        (2) 

where iZ  stands for various variables that affect the participation status with 

∗

,γ  and iϑ  is the error term. Further, let 

.001 ≤=>= ∗∗
iiii difdanddifd Then, an outcome variable of interest for 

any firm under study ( )iY  is typically assumed to be a linear fu ction of a vector 

of independent variables iX  with

0

n

 corre nding coefficientsspo  β  and its partici-

pation in the Joint Task program: 

                      
( )
( )

1,
,0, =−+=

=++= iiiii ordtreatmentofcasetheindXY

iiii dtreatmentnonofcasetheinXY εβ
β α ε

                       (3) 

where α  stands for the impact of the treatment on firm i  and iε  for the error 

term. If the error term ε  is uncorrelated with the vector of independent vari-
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ables  the application of OLS regression techniques enables the measurement 

of the treatment effect on the outcome variable  

,X

.Y

Due to the non-random granting of funds, there is no reason to believe that 

all firms have the same chance of receiving capital subsidies by the Joint Task 

program. Presumably, the participation status depends on firm characteristics 

that have a bearing on the outcome variable Y as well, so that a correlation be-

tween the participation status  and the error term d ε  is likely. Hence, an OLS 

regression of Y on  and  is not a valid instrument to measure the treatment 

effect of capital subsidies. Various methods can be applied to dissolve this prob-

lem that arises from selection bias: instrumental variables estimator, selection 

estimator, difference-in-differences estimator and matching estimator. While 

the two first mentioned are parametric methods, both the difference-in-

differences estimator and the matching estimator are counted among the non-

parametric approaches. 

X d

 

Instrumental variables estimator 

Instrumental variables methodology was frequently used to evaluate treat-

ment effects of social programs (Angrist, Imbens: 1995). The application of an 

instrumental variables method for estimating the effect of capital subsidies re-

quires to identify at least one instrumental variable ∗Z (instrument), that 

( )i   determines participation status ( )d  of the firms and  
( )ii   can be transformed into ( )∗Zg  such that ( )∗Zg  is uncorrelated with the 

error term ( )ε , 
( )iii   is not completely (or almost) determined by independent variables   

(Blundell, Costa Dias: 2000). 
X

If all of these three conditions are satisfied, then the treatment effect can be 

estimated unbiasedly substituting  for d ( )∗Zg  and performing an OLS regres-

sion, as the instrument ∗Z  will affect the outcome variable Y  only indirectly 

through the participation status (Caliendo, Hujer: 2005).  
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In the case of evaluating capital subsidies within the Joint Task program, it 

seems to be a sure bet that no instrument can be found that meets all mentioned 

conditions, especially that ∗Z  determines participation status without affecting 

the outcome variable directly. This condition is only fulfilled if the assignment 

of firms to the two treatment levels is random. Consequently, instrumental 

variables strategies are not suited to estimate the effects of the Joint Task pro-

gram on the outcome variable  .Y

  

Selection estimator 

Another method that tries to address selection bias is the selection estimator 

based on the work of Heckman (1976, 1978, 1979), also referred to as the  

Heckit estimator. Compared to the instrumental variable approach, the assump-

tions of this method are even more demanding about the model structure: 

( )i   at least one regressor that has a non-zero coefficient and that is inde-
pendent of the error term ϑ  is required in the decision rule  (equation 
(2)) and  

( )ii   the joint density of error terms ε  and ϑ  has to be either known or can be 
estimated (Blundell, Costa Dias: 2000). 

The Heckit estimator involves first the calculation of the selection model by 

means of equation (2). Then, the part of the error term iε  that is correlated with 

 (Mill’s Ratio, ) has to be estimated for each firm, before  is included as an 

additional regressor in the outcome equation, such that – under the common 

assumption that both error terms, 

id λ̂ λ̂

ϑ  and ε , follow the normal distribution and 

that 1=ϑσ  – we can rewrite equation (3): 

.ˆ
iiii dXY ελαβ +++=                                            (4)     

λ̂  takes the form ( )
( )

( )
( ) ,0,

1
1, =

Φ−
−=

Φ i
i

i
i

i

i dif
Z

Zanddif
Z
Z

γ
γφρ

γ
γφρ  where ρ stands 

for the correlation coefficient of both error terms, φ  for the density function- 

and for the distribution function of the normal distribution.  Φ
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Stierwald and Wiemers (2003) applied the Heckit estimator in an impact 

analysis of the Joint Task program in order to estimate the effect of capital sub-

sidies on the development of firm investments in eastern Germany between 

1999 and 2001. The results of the study indicated that, for an average subsidized 

firm, the investment level would have been significantly lower if the Joint Task 

program had not been in operation.  

The fact that the Heckit estimator, unlike the instrumental variable method, 

does not rest on various exclusion restrictions entails that its robustness de-

pends heavily on the validation of the assumptions about the functional form 

and the normal distribution of  ϑ  and ε . Imagine that ϑ  is not normally dis-

tributed: then, the consistent estimation of γ  in equation (2) is not possible. Fur-

thermore, if the expectation of ε  conditional on ϑ  is not linear and/or ϑ  is not 

normally distributed,  specifies the relationship between λ̂ γiZ  and  incor-

rectly, which will lead to biased results (Winship, Mare: 1992). Certainly, a ma-

jor difficulty when using this selection model for evaluating treatment effects of 

capital subsidies is the estimation of the outcome equation (4). A correctly speci-

fied regression model should contain all relevant exogenous variables. Though, 

this does not seem to be applicable to the outcome variables of interest for the 

Joint Task program evaluation (e.g. employment and income), since their rele-

vant exogenous variables are not known entirely and therefore not captured by 

the regression model. 

id

 

Difference-in-differences estimator 

The difference-in-differences estimator relies on the before-after estimator, 

which is the most intuitive method to estimate the impact of capital subsidies. 

The latter estimator ( )BAEα  compares the mean outcome of the subsidized firms 

at a given point of time after receiving the subventions ( )1
tY  with their mean 

outcome before the treatment ( )0
tY ′ : 

   ( ) ,1
01

tt
BAE YY ′−=α                                                       (5) 
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where the subscript 1 denotes conditioning on .1=d  This estimator assumes 

that the gain from the treatment can be written for each subsidized firm as 

( ) ( )00 −′
0101

tttttt YYYYYY +−=− ′ . Thereby, ( )00
tt YY −′ , the difference of outcomes be-

tween the two points of time in the counterfactual situation of non-treatment, is 

referred to as the approximation error, which has to average out to zero in or-

der to estimate equation (5) (Heckman, LaLonde, Smith: 1999). However, this 

assumption is usually violated –e.g., in the event of cyclical fluctuations.  

The difference-in-differences method avoids this drawback by including the 

non-treated firms into the estimation of the treatment effects. The application of 

this approach requires 

( )i   access to data in repeated cross-section or longitudinal format, 
( )ii   that the mean difference in the non-treatment outcome measures is the 

same for the group of the subsidized and the group of the non-
subsidized firms ( ) ( )( )01 0000 =−==− ′′ dYYEdYYE tttt  and 

( )iii   that these two groups do not differ systematically in their reactions on 
cyclical fluctuations. 

If these conditions are fulfilled, then the impact of the Joint Task program can 

be estimated as follows: 

( ) ( ) .0
00

1
01

tttt
DiD YYYY ′′ −−−=α                                         (6) 

As the statistics of employees subject to social insurance contributions allows 

to access longitudinal data, condition ( )i  is met without reservation. Elsewise, 

assumption  can be violated if the subsidized firms reduce their investment 

and/or employment prior to filing the grant application.

( )ii

6 This source of bias 

has become known in the literature as “Ashenfelter’s dip” (Ashenfelter: 1978). 

Condition  is likely to be unreasonable as well, especially in the event of 

diverging pre-treatment characteristics among the two groups. 

( )iii

 

                                                 
6 The regulations of the Joint Task program require that the amount of investment related to the year of 
the eligible investment project exceeds the average amortization of the last three years by at least 50 per-
cent or that the firm has to increase the number of employees by not less than 15 percent. 
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Matching estimator 

The key idea of this approach is to address the problem of pre-treatment dif-

ferences in relevant characteristics among the two groups by finding at least 

one similar counterpart (statistical twin) for each subsidized firm. Thus, the pair-

ing of treated and non-treated subjects rests on a set of attributes that are ob-

servable prior to treatment assignment. 

 

Basic idea 

Statistical matching estimators have their roots in the so-called “potential out-

come approach”. The first attempts to accentuate this framework in conjunction 

with proving causal relationships date back to the middle of the eighteenth cen-

tury. In 1748, David Hume presented his view of the concept of causation7 and 

constructed a kind of prototype for a counterfactual situation:  

Similar objects are always conjoined with similar. Of this we have experience. Suitably 

to this experience, therefore, we may define a cause to be an object, followed by another, 

and where all the objects similar to the first are followed by objects similar to the second. 

Or in other words where, if the first object had not been, the second never had ex-

isted.  

Writings of Fisher (1918), Kempthorne (1952), Cox (1958) and Cochran 

(1965) also laid the foundation for this framework. Neyman (1923) was the first 

to apply formal statistical models that focused on solving the problem of causa-

tion. In his study, Neyman draws interference on treatment effects based on a 

potential yields-approach within an agricultural field experiment. Another mode 

of interference was provided by Fisher’s proof of contradiction (1925).   

Later, Rubin (e.g., 1974, 1976a, 1977, 1978) succeeded in transforming this 

approach into a formal framework that permits causal interference in observa-

                                                 
7 For a review on the historical development within this area, see Bunge (1959). 
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tional studies. Accordingly, this approach is commonly known as “Rubin’s 

causal model” (RCM, Holland: 1986).8 

For ease of understanding of the RCM, consider we have a sample of firms 

under study indexed by , where any firm can be potentially either 

granted at least once by the Joint Task program (treatment group, ) or not  

(comparison group, ). In this case, the average treatment effect on the 

treated 

Ni ,...,1=

1=d

0=d

)( TTα  is defined as the difference between the two mean outcomes of the 

treatment and comparison group:  

.]1[]1[]1[ 0101 =−===−= dYEdYEdYYETTα                                 (7) 

The average outcome of the treatment group, ]1[ 1 =dYE , can be calculated 

(arithmetic or geometric mean) without any limitations. But as no treated firm 

can be observed in the other state (no treatment) simultaneously, the value of 

]1[ 0 =dYE  is hypothetical, and thence, unknown.  

Vice versa, the average treatment effect on the non-treated firms ),( TNTα  as 

the expected outcome difference for a firm randomly drawn from the compari-

son group, cannot be observed as the data for calculating ]0[ 1 =dYE  is missing: 

,]0[]0[]0[ 0101 =−===−= dYEdYEdYYETNTα                (8) 

 

Assumptions 

As mentioned above, the observed outcomes of the non-treated firms do not 

serve as a proxy for ]1[ 0 =dYE  in terms of non-random Joint Task program as-

signment, given that the decision on filing a subsidy application could be based 

on characteristics that are likely to affect the (potential) outcome. This means 

that the subsidized and non-subsidized firms would differ even in the event of 

absence of treatment by the Joint Task program, which can be noted as: 

                                                 
8 Analog frameworks in diverse fields of study were developed by Thurstone (1930), Haavelmo (1943), 
Roy (1951) and Quandt (1952).  
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            .]0[]1[]0[]1[ 0001 =−=+==−= dYEdYEdYEdYE TTα                       (9)                

If the following assumptions hold, matching is a powerful instrument to set 

the difference of the last two terms of the right side of equation (9) to zero 

( 0]0[]1[ 00 ==−= dYEdYE ) and therefore sort out this (selection) problem, so 

that the average treatment effect can be estimated. 

 

( )i  Stable unit treatment value 

All matching estimators are designed to ascertain the causal effect of treat-

ment on the treated subjects. As this estimation is normally employed for a set 

of subjects, the outcomes of the single subjects may depend, beyond their re-

spective participation status, as well on the treatment assignment and the out-

comes of other subjects.  

The stable subject treatment value assumption (SUTVA) states that the outcome 

of each subject is independent from the treatment assignment of the other sub-

jects. Furthermore, hidden versions of treatment are not supposed to exist 

(Rubin: 1980, 1986, 1990; Little and Rubin: 2000). I.e., this assumption requires 

that a variation in the treatment assignment of any firm has no effect on the 

other (treated and non-treated) firms. Since each firm has two potential out-

comes under the two possible treatment assignments, the number of potential 

outcomes is limited to . 2∗N

 

( )ii  Conditional independence  

This assumption posits that, conditional on the vector of covariates  out-

comes are independent of participation status: 

X ,ix

        ., 01 XdYY ⊥                                                         (10) 

Thereby, the covariates  are exogenous variables that are measured already 

before treatment – i.e., they are not affected by the participation status. 

ix
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Given this, systematic differences in post-treatment outcomes between 

treated and non-treated subjects can be ascribed to the treatment solely, as the 

treatment status is independent of potential outcomes, if the characteristics that 

determine pre-treatment outcome differences are exhaustively captured in X. 

This means that, after conditioning on  treatment and comparison group are 

balanced with respect to the distribution of the covariates . In order to justify 

this fundamental assumption, the researcher has to identify all variables that 

have a bearing on the participation status as well as on the outcomes.  

,X

ix

The different versions of this assumption have been called ignorable treatment 

assignment (Rosenbaum and Rubin: 1983), selection on observables  

(Barnow, Cain, Goldenberger: 1980) or conditional independence assumption  

(CIA, Lechner: 1999, 2002). 

In terms of estimating the average treatment effect on the treated ),ˆ( TTα  the 

CIA can be weakened and one only has to assume that the non-participation 

outcome is independent of participation status after conditioning on  :X

.0 XdY ⊥           (11) 

 

( )iii  Common overlap  

The third assumption finally states that one observes subjects with the same 

conditioning covariates . A match for all treated subjects ix )1( =d  can be found, 

if the likelihood of being treated is not only positive but also the same for sub-

jects with the same values of   :X

( ) .110 <=< XdP          (12) 

If one is interested in estimating the average treatment effect on the treated 

( TT )α̂  instead of the average treatment effect ( )α̂ , the condition reduces to: 

( ) .11 <= XdP          (13) 
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When all assumptions are met, it can be hypothesized that the matched 

pairs of subsidized and non-subsidized firms do not differ in their likelihood of 

being treated by the Joint Task program. Then, if there are no interferences be-

tween firms (SUTVA) and all relevant differences between subsidized and non-

subsidized firms are covered in their observable attributes (CIA), so that the 

probability of being treated is determined by the values of for each firm 

(common support), the mean outcome of the non-subsidized firms can be used 

as a proxy for the potential outcome the subsidized firms would have had in the 

event of their non-treatment.  

ix

In the case of the Joint Task program evaluation, the most critical assump-

tion of the RCM framework is the limitation of the number of potential out-

comes of each subject to 2 (treatment/non-treatment) and their independence 

from the participation status of other subjects. Nevertheless, in terms of capital 

subsidies, it seems to be reasonable to assume that the extent of such spillover 

effects can be negligible, so that the data meets the requirement for SUTVA. 

Nonetheless, the potential problem of hidden biases due to unobserved covari-

ates has to be addressed by using sensitivity analyses  

(Rosenbaum: 2002).  

 
The role of the balancing scores and the propensity score 

Typically, researchers that use matching estimators, face trade-off between 

two types of bias. Consider, for instance, a researcher who must decide either to 

maximize the quantity of matched pairs or to maximize the similarity between 

the single statistical twins as a measure for the matching quality. In the first case, 

numerous inexact matched pairs may be the result of the matching algorithm. 

Contrariwise, the attempt to maximize exact matches may be accompanied by 

the exclusion of matched pairs.  

The mere maximization of matched pairs seems to be incompatible with the 

claim of evaluation. In view of matching quality, the most convincing method 

 24 



to condition on the vector of covariates  is to exactly match on the respective 

covariates  (covariate  matching). NB: In order to meet the CIA, has to in-

clude numerous covariates . The dimensionality problem arises in the case of a 

high dimensionality of and/or continuous covariates . The higher the di-

mensionality of and/or the number of continuous covariates , the higher 

the difficulty to obtain statistical twins with exactly the same value of the co-

variates .  

X

ix X

ix

X ix

X ix

ix

Since the data for the ongoing evaluation of the Joint Task program contains 

numerous covariates, some of them continuous, another method than covariate 

matching should be used. Balancing scores, introduced by Rosenbaum and 

Rubin (1983, 1985a, b), are adequate techniques to condition on X and reduce 

the dimensionality problem: 

“A balancing score, b(X), is a function of observed covariates xi such that the condi-

tional distribution of xi  given b(X) is the same for treated (d=1) and control subjects 

(d=0)” (Rosenbaum and Rubin 1983). 

Equation (14) expresses that, after conditioning on a balancing score , 

other conditioning on is not needed to obtain knowledge about the participa-

tion status: 

)(xb

X

( ) .xbdX ⊥                                   (14) 

Different types of balancing scores can be estimated, ranging from the co-

variate matching ( )ixxb =)(  to the so-called “propensity score” ( ))(Xe . Although 

covariate matching is the finest balancing score, as aforementioned, it is not ap-

propriate to Joint Task program evaluation. We henceforce focus on the estima-

tion of propensity scores as the coarsest, but simplest balancing score.  

The propensity score  stands for the conditional probability (  of as-

signment to the treatment (  given the vector of covariates X: 

)(Xe )P

),1=d
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                          ( ) ( ) .1 XdPXe ==                                (15) 

support assumption hold, matching by means of the propensity score can be 

Rosenbaum and Rubin (1983) showed that if SUTVA, CIA and the common 

used to generate unbiased estimates of the average treatment effect or average 

tre

of a random mechanism for the assignment of subjects to treatment or control, 

each subject has an equal and non-zero chance of being selected to the treat-

ment – e.g., if Joint Task program assigned firms to treatment by throwing a fair 

denote “no subsidy” and number 6 “sub-

sid

atment effect on the treated. 

Like any other probability, a propensity score ranges from 0 to 1. In the case 

six-sides cube, where numbers 1 to 5 

y”, the propensity score would be 
6

)( =Xe  for each firm.  

of propensity score estimation is a logistic regression model. Accordingly, the 

1

In a non-randomized trial, the propensity score is, per definitionem, un-

known, and has to be estimated by the data. The most commonly used method 

endogenous variable (treatment) is nominal scaled with two possible values  

(1, be catego 0), while the exogenous variables can rical and/or metric.  

A propensity score of, for instance, 5.0)( =Xe  for two matched firms does 

not imply that both firms are equal in terms of the values of the single covari-

ates ix . Nevertheless, the mean values of metrical covariates will be the same 

for the treatment and the comparison group  as well as the proportion of ordi-

nal and categorical covariates, such that both firms will have the same distribu-

tio

The average treatment effect on the treated 

,

n of X .  

( )PS
TTα̂  then takes the form: 

( )( ) ( )( ){ } ,1,1,ˆ 01 =−== dXeYEdXeYEEPS
TTα                                   (16) 

whereas the outer expectation is taken over the distribution of .1)( =dXe  
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Choice of a matching algorithm 

After calculating the propensity score for each subsidized firm and all firms 

of the comparison group, one still has to apply a matching estimator in order to 

identify one or more adequate control units of each subsidized firm in terms of 

analogous characteristics. For ( )XdPP 1== , a typical matching estimator can be 

written as:  

    ( ){ },,1ˆ1ˆ
1

01
1 ∑

∩∈

=−=
PSIi

iiiiM PdYEY
N

α                                   (17) 

where  denotes the number of firms in the treatment group  1N ,1I 0I  the com-

parison group,  the region of common support and the estimator for the 

counterfactual mean takes the form 

PS

( ) ( ) .,,1ˆ 00

0
j

Ij
iii YjiwPdYE ∑

∈

==   

Expressed in words, equation (17) states that each match for a subsidized 

firm  is constructed as a weighted average over the outcomes of the 

non-treated firms 

PSIi ∩∈ 1

( ) 0

0

, j
Ij

Yjiw∑
∈

(Smith and Todd: 2005). The single weights  

depend on the distance between the propensity scores  and .  

),( jiw

iP jP

Alternative matching estimators can be used to define a neighborhood  

for each treated firm that comprises only those firms of the comparison 

group  that meet the condition

)( iPC

0Ij∈ ( )ij PCP ∈ . Hence, each treated firm is jux-

taposed with a group of non-treated subjects ( ){ }iji PCPIjA ∈∈= 0  . The various 

matching estimators differ in how the neighborhood is defined and in terms of 

the weights . ),( jiw

 

Nearest-neighbor matching 

The nearest-neighbor matching estimator (NN) is intuitively easy to under-

stand: For each treated firm i  the most similar control unit out of the compari-
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son group  is sought with respect to the propensity scores  and , such 

that: 

0Ij∈ iP jP

.,)( 0IjPPnmiPC
jiji ∈−=                                         (18) 

Accordingly,  is 1 for each match with the closest propensity score  

in view of  and zero for all other subjects in the comparison group. 

),( jiw j jP

iP

The so-called “Mahalanobis metric matching”9 (MM) is used in order to obtain 

the most similar control subject, if the balancing score contains other covariates 

apart from the propensity score: 

( ) ( ){ } ,2
1

1
1 jijiij XXSXXMM −−= −                        

where and denote the values of the multiv  vectors of the treated and 

If various control subjects  are used as matches for firm , variance de-

cre is av

Caliper matching 

e modified in a way that the pairing of treatment and control 

su

                  (19) 

ariateiX jX

non-treated firms and ,1−S  the variance-covariance matrix of .X  

0

j

Ij∈ i

ases as more information ailable to construct the counterfactual situa-

tion. Otherwise, the number of (on average) bad matches and therefore bias 

tends to increase under this method. 

 

The NN can b

bjects is not only based on a minimal distance between the propensity scores 

iP  and jP , but also on a caliper ε  that stands for a pre-specified tolerable dis-

ce be een iP  and jP : tan tw

., 0IjPP ji ∈<− ε                                                         (20) 

                                                 
9 For further explanation, see Cochran and Rubin (1973), Rubin (1976b) and Carpenter (1977). 
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Caliper matching involves a trade-off between variance and bias. The latter 

decreases, if inadequate matches are excluded if the distance between the pro-

pensity scores  and  exceeds iP jP ε . Conversely, the variance of the matching 

estimator increases due to the reduced number of matches. 

Dehejia and Wahba (1999, 2002) introduced a special form of caliper matching 

called “radius matching”. The advantage of this estimator lies in its reduced 

variance, since all control subjects within the tolerable maximum propensity 

score distance are used to create the counterfactual situation. 

Stratification or interval matching 

The stratification matching method consists of grouping subjects into various 

strata with the objective of estimating the treatment effect within each stratum. 

The first study that used stratification was conducted by Cochran (1968), who 

created five equal strata for one covariate and showed that this subclassification 

at the quintiles removes 95 percent of the bias associated with that covariate. 

Later, Rosenbaum and Rubin (1983) showed that stratification on the propen-

sity score also balances the covariates that are used to estimate the propensity 

scores.  

Dehejia and Wahba (1999) suggested to partition all subjects into intervals 

such that within each stratum there is no significant difference between  and 

. 

iP

jP

   

Kernel and local linear matching 

The matching estimators that have been described so far are characterized by 

the fact that they use one or a few subjects of the comparison group to construct 

matches. Heckman, Ichimura, Todd (1998) and Heckman, Ichimura, Smith and 

Todd (1998) introduced kernel-based matching estimators as a possibility to 

incorporate virtually all control firms to construct the outcome for each treated 

firm in the case of non-treatment. The weights that the firms of the comparison 
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group  receive by the kernel function 0Ij∈ ( )⋅G  depend on their distance to . 

In terms of equation (17),  equates 

iP

),( jiw ∑ ∈ ⎟
⎠
⎞

⎜
⎝
⎛ −

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
0Ik

ikjj

h
PPG

h
PP

G , where 

 is a kernel function and a bandwidth parameter. For the kernel-based 

matching estimator then follows: 

( )⋅G h

                   ( ){ } .),(1ˆ
1

0
01

1 ∑ ∑
∈

∈
−=

Ii
Ij ji YjiwY

NKM
α                    (21) 

The weights  and the neighborhood of each treated firm  depend 

on the specific kernel function and the bandwidth parameter  that are used.  

),( jiw )( iPC

h

In place of conventional kernel weights, local linear weights may be applied 

since the latter converge faster around boundary points and yield better results 

in the case of different data designs (Galdo, Smith, Black: 2007). Local linear 

weights are calculated as follows:  

( ) ( )[ ] ( )[ ]
( ) ( )( ) ,),(

0 0

00

22

2

∑ ∑∑
∑∑

∈ ∈∈

∈∈

−−−

−−−−
=

Ij Ik ikikIk ikijij

ikIk ikIk ijijikikij

PPGPPGG

PPGPPGPPGG
jiw

C

                  (22) 

with .G
h

PP
G ji

ij ∗⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
=  

All matching algorithms allow that each matched firm  can be either re-

placed to the comparison group or not. If a matching algorithm with replace-

ment is used, a control firm  can be selected more than once as a match. This 

will lead to an improvement of matching quality, especially in the case of con-

siderable differences in the propensity scores between the two groups of subsi-

dized and non-subsidized firms. In contrast, the number of different matched 

non-treated firms declines if replacement is allowed.  

j

j

 

Valuation of the matching estimator  

Generally, there is no infallible matching algorithm as each has its advan-

tages and disadvantages, so that various approaches should be applied in order 
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to find the most appropriate one. Even if only comparable non-subsidized firms 

are detected in the statistics subject to social insurance contributions and 

matched with the subsidized firms it is important to remind, however, that in-

terferences in terms of substitution processes between firms are not captured 

with this technique. Certainly, this is the main shortcoming of all microeco-

nomic impact analyses methods.  

After performing an convincing matching algorithm, the quality of the 

matching procedure has to be assessed by using indicators such as standardized 

bias, Test, pseudo−t 2R− or stratification test (Caliendo, Kopeinig: 2005). All of 

these indicators are suited for testing if differences in covariate means still exist 

between both groups after conditioning on the propensity score. If the verifica-

tion of matching quality leads to a satisfactory outcome, the researcher might 

proceed to the estimation of the treatment effect, before sensitivity analyses 

have to be carried out.  

Smith and Todd (2005) pointed out, that a combination of the difference-in-

differences method with the matching technique (DiD matching estimator) can 

yield more robust results of the treatment effect than cross-section matching 

estimators, as the DiD matching estimator is not affected by bias in consequence 

of time-invariant observables. Blundell and Costa Dias (2000) arrive at a similar 

conclusion: “[…] an approach that combines propensity score matching with the dif-

ference-in-differences technique is quite robust. It allows matching on pre-program 

‘shocks’ and, by collecting good local pre-program labor market history data, allows the 

comparison group to be ‘placed’ in the same labor market.”  

 

5. CONCLUSION 
Impact evaluation studies of capital subsidies within regional policy focus on 

estimating the causal effect of this investment incentive by drawing causal in-

terferences. As no experimental data exists in this area, researchers must resort 

 31 



to the utilization of observational data from the official statistics of the Joint 

Task program, administrative statistics and/or surveys.  

The impact of capital subsidies can be measured on two different levels, 

whereas both, microeconomic and macroeconomic approaches are character-

ized by strengths and weaknesses. While the former are suited for the analysis 

of the performance of the subsidized firms but fail to assess the aggregate im-

pact of capital subsidies in the case of substitution and external effects, the latter 

focus on the estimation of the effects on the economy or a specific sector of the 

economy. But macroeconomic models are not only highly dependent on various 

assumptions and extremely data hungry. Another drawback is that they strand 

in describing individual firm performance, which is explicitly desired by the 

relevant stakeholders. 

The non-parametric matching estimator in combination with the difference-

in-differences technique is, under mentioned conditions, a powerful approach 

to contrast the performance of treated and adequate non-treated subjects in ob-

servational studies. It enables to answer the question what would have hap-

pened to the outcome of subsidized firms if they were not treated. For that pur-

pose, subsidized and non-subsidized firms will be carefully paired controlling 

on a set of pre-treatment characteristics in the ongoing Joint Task evaluation. 

The advocated matching procedure in this paper is based on numerous covari-

ates and abetted by the estimation of propensity scores. This approach has not 

been used in the field of German regional policy evaluation heretofore. 
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