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**Labor Studies**

**David Card***

The Labor Studies (LS) Program is one of the largest and most active in the NBER, with almost 150 members producing nearly 200 Working Papers each year. The breadth of topics and expertise is stunning: it ranges from cutting edge research on aggregate labor market issues like unemployment and productivity to the effects of government programs like Disability Insurance, the differences in labor market outcomes among different educational, gender, and racial groups, and to many other topics in social science.

Reflecting their diversity, two-thirds of program members are affiliated with at least one other NBER program, and in the past few years the Labor Studies program has convened joint sessions at the NBER’s Summer Institute with Public Economics, Economics of Education, Economics of Children, and with Working Groups in Personnel Economics and the Economics of Crime. This summer we will add a new joint session with Development Economics.

In this report I briefly summarize some of the main themes emerging from recent work by LS affiliates in three areas: immigration, gender, and unemployment. These topics barely scratch the surface of the vast body of work by LS affiliates, but give a flavor of some of the emerging ideas and latest techniques in the field.

### Immigration

Over the past three decades, Labor Studies researchers have produced a series of major NBER research volumes on the economics of immigration (Abowd and Freeman, 1991; Borjas and Freeman, 1992; Borjas, 2000; and Borjas 2007) as well as many influential articles.

---
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This work continues with a focus on several new issues related to immigration.

One such issue relates to the growing importance of immigrants in the science and engineering workforce of the United States, particularly at the doctoral level, where immigrants now make up about one-half of all newly awarded Ph.D.s. John Bound, Sarah Turner, and Patrick Walsh (14792) point out that this has been driven in part by the rapid rise in the production of bachelors’ degrees outside the United States, and they document its impact on the demand for advanced training inside the United States. Jeffrey Grogger and Gordon Hanson (18780) use data from the Survey of Earned Doctorates to study the determinants of which foreign-born students intend to stay in the United States. They find that the United States attracts the most talented foreign students, and they also show how changing economic conditions in sending countries affect the decision to stay. Using a unique survey of authors of recent scientific publications, Paula Stephan, Chiara Franzoni, and Giuseppe Scellato (18809) find that high prestige of the program or job and strong career prospects are the major factors driving the decisions of Ph.D. students and post-doctoral candidates to choose the United States over other potential host countries.

The impact of these foreign born scientists, engineers, and other highly trained workers is the subject of several recent studies. William Kerr and William Lincol (15768) use data from the H-1B visa program to study the city-level and firm-level impacts of foreign-born science and engineering workers. While a traditional concern is that the foreign-born tend to crowd out natives, their analysis suggests that the opposite may be true, in part because of the direct employment contribution of foreign born inventors. George Borjas and Kirk Doran, who study the inflow of Russian mathematicians to U.S. universities following the collapse of the Soviet Union (17800), reach the opposite conclusion. Their analysis of publications and career mobility suggests that, in the case of advanced-level mathematics, the “pie” is essentially fixed, with no positive spillovers for native scholars.

Another emerging strand of research by LS members focuses on the broader impacts of immigration flows on local and national
Much recent attention has focused on the dramatic reversal of the gender gap in educational attainment. As documented by Claudia Goldin, Lawrence Katz, and Ilyana Kuziemko (12139), female high school graduates had narrowed the differences with their male peers in achievement test scores, and were more likely to attend and graduate from college, by the early 1990s. Blau, Peter Brummund, and Albert Yung-Hsu Liu (17993) show that this sharp rise in relative education of women correlates with a decline in occupational segregation between male and female workers, as more educated women have entered traditionally male occupations.

While women are more likely to attend and complete college than men, there are still large differences in fields of study. Joseph Altonji, Erica Blom, and Costas Meghir (17985) use data on field of degree in the American Community Survey to document that women are under-represented in engineering, computer science, physics, economics, and business, but over-represented in communications, psychology, education, and English. The latter fields are associated with lower earnings for both men and women. These researchers show that differences in college major choices are an important contributor to the earnings disparities between college-educated men and women.

One factor that may explain some of the gender gap in education choices, career progression, and pay is a difference in “competitiveness.” Muriel Niederle and Lise Vesterlund (11474) conducted a series of laboratory experiments to gauge willingness to compete in tournament-like competitions, and found sharp differences between men and women that remain even after controlling for risk aversion and over-optimism. Thomas Bucer, Niederle, and Hessel Oosternbeek (18576) correlate similar measures for students in the Netherlands, and show that differences in competitiveness help to explain the lower fraction of girls who choose the most prestigious (science-based) track at high school.

More recent cohorts of women also have narrowed the gap in cumulative labor market experience relative to men. Martha Bailey, Brad Hershbein, and Amalia Miller (17922) show that some of this increase in career attachment was due to easier access to birth control and lower early fertility. Raquel Fernandez and Joyce Cheng Wong (17508) highlight the effect of the rising risk of divorce on women's decisions to acquire more education and stay attached to the labor market.

The rise in the relative success of women also may have been helped along by a decline in the demand for the manual skills traditionally supplied by less-educated men. Paul Beaudry and Lewis (18159) show that in cities where the college-high school wage gap has risen more quickly, the male-female wage gap has narrowed more quickly. They then show that both trends were correlated with more rapid local adoption of computer technology in the 1980s and 1990s, underscoring the role of changing relative skill demand. Similarly, Chinhui Juhn, Gergely Ujhelyi, and Carolina Villegas-Sanchez (18106) show that passage of NAFTA led Mexican firms to adopt new technologies that reduced the demand for physical skills and ultimately led to increased hiring of women relative to men.

Despite the progress made by recent cohorts, women still fall behind men, particularly in certain fields like science and engineering, and in high-profile careers in management and business. Marianne Bertrand, Goldin, and Katz (14681) study MBA graduates from a top U.S. school, and show that the male-female earnings gap widens steadily after initial completion of the degree, reaching 80 percentage points over 16 years. They find that the presence of children is a powerful predictor of career interruptions and lower hours for females, but not for men, and that these factors are highly related to earnings. Ty Wilde, Lily Batchelder, and David Ellwood (16582) reach a similar conclusion for a broader sample of women in the 1979 National...
Longitudinal Survey of Youth: child-bearing has a strong negative effect on wage growth, particularly for higher-skilled women.

**Unemployment, Job Displacement, and the Great Recession**

The Great Recession has brought renewed interest in the study of labor market fluctuations, unemployment, and job displacement. While research is still ongoing, prominent contributions by LS members already have shed light on the labor market impacts of the Great Recession and its likely consequences.

Michael Elsby, Bart Hobijn, and Ayesegul Sahin (15979) provide an early analysis of the labor market consequences of the downturn that began in 2007. They note that the impact of the recession was particularly severe for men, who were disproportionately affected by job losses in construction and manufacturing. They also highlight the remarkable growth in long-term unemployment which is one of the hallmarks of the Great Recession.

Henry Farber (17040) used data from the Displaced Worker Survey of January 2010 to show that nearly one in six U.S. workers reported having lost a job during 2007–9. Comparing recent job losers to those in earlier surveys, he noted a sharp decline in re-employment rates and a rise in measured earnings losses.

Hilary Hoynes, Douglas Miller, and Jessamyn Schaller (17951) provide a systematic analysis of the relative impact of the Great Recession across various demographic groups. Their research, based on monthly data from the Current Population Survey, shows that the relative responses to the most recent downturn were quite consistent with patterns in earlier recessions but larger in magnitude, reflecting the severity of the downturn. One of the least affected groups was older workers—a fact confirmed by Alan Gustmann, Thomas Steinmeier, and Nahid Tabatabai (17547) based on data from the Health and Retirement Survey.

Steven Davis and Till von Wachter (17638) evaluate the longer-run costs of the massive job losses during the Great Recession. Using data from Social Security earnings records for job losers in the 1970s, 1980s, and 1990s, they estimate that a “typical” displaced worker (a male with three or more years of job tenure, laid off from a firm experiencing a 30 percent or larger cut in employment) experienced about a 12 percent loss in the discounted present value of earnings over the next 20 or so years. The loss rises to 20 percent, however, when the overall unemployment rate is greater than 8 percent at displacement. These estimates suggest that the longer-run costs of the Great Recession will be very large, and that many job losers will never see their salaries rebound to their pre-job-loss levels.

One potential mechanism accounting for the high cost of long-term unemployment is that workers become less likely to find a new job, either because of real or perceived deterioration in their skills. Kory Kroft, Fabian Lange, and Mathew Notowidigdo (18387) conduct an ingenious field experiment to measure this effect. They submit fictitious job resumes to a large sample of job postings in different U.S. cities, randomly varying the length of time the (fictitious) applicant has been out of work. They find that applicants who have been out of work longer are less likely to be called for an interview, although the effects are moderated in cities with higher unemployment rates.

An important policy response to the Great Recession was a large increase in the potential duration of unemployment benefits—from the standard 26 weeks to as long as 99 weeks for job losers in some states. Jesse Rothstein (17534) uses month-to-month labor force transition data from the Current Population Survey to evaluate the impact of these longer benefits on re-employment rates and overall unemployment. Using a variety of approaches to control for unobserved variation in local labor market conditions, he concludes that the package of benefit extensions raised the unemployment rate in December 2010 by at most 0.5 percentage points—a smaller effect than would have been expected given existing estimates of the effect of longer benefits on the duration of unemployment claims in the literature.
Research Summaries


Viral Acharya*

For those who study economic history, financial crises are recurring phenomena, not as rare as they are often perceived to be, but showing up in new guises each time. There are often common economic forces at work across different crises, and my current research uses the financial and economic crises that erupted in August of 2007 as a laboratory for theoretical and empirical analysis of those forces. In the past, I focused on market failures, which can arise due to externalities (“neighborhood” or “spillover” effects) from the distress of financial firms, and regulatory failures, which can arise due to time-inconsistency problems, cognitive capture, or capture that is rooted in political economy problems. This article summarizes my research on these two failures and their interactions. In the conclusion, I mention my ongoing work on government failures, which can arise due to myopia of decision-making in fiscal and debt policy, and in policy designed to bail out a distressed financial sector.

Market Failure I: Short-term Debt, Default, and Externalities

Financial firms that lend to households and corporations (both banks and “shadow banks” that perform similar economic functions) have always featured short-term debt in their funding structures. The underlying economic rationale for this can be understood by considering the problem of the financier who funds a bank but, because of information problems, lacks precise knowledge and contractibility over loans made by the bank. The financier responds to this problem by saving the option not to roll over — in other words, by providing only short-term debt to the bank.

Financial crises occur when the economy is hit by shocks that lead the financier to exercise the option not to roll over the short-term debt because the bank is undercapitalized — that is, because bank-owners have little equity capital left as “skin-in-the-game” to continue lending prudently. If shocks are idiosyncratic to a bank, then the under-capitalized banks can be acquired, or their activities re-intermediated, by better-capitalized banks. If shocks instead are aggregate in nature, and the entire banking sector is heavily short-term financed, then banks suffer a coincident loss of capital, and efficient re-intermediation cannot take place. There may be disorderly liquidations and efficient re-intermediation cannot take place. There may be disorderly liquidations or allocation inefficiency. This induces financiers to not roll over the short-term debt, and a “crisis” materializes. Indeed, absent a sufficient pool of long-term capital in the economy, even relatively small aggregate shocks and inefficiencies perceived by financiers can lead to complete short-term debt “freezes.” Interestingly, losses to financiers are less likely in good economic times when the likelihood attached to aggregate shocks is small, leading to greater short-term leverage for the financial sector as a whole — including the entry of under-capitalized institutions. Therefore, somewhat counter-intuitively, crises can be more severe if an adverse aggregate shock materializes in good times than in bad times.

This market failure arises because of the coincidence of short-term debt in the capital structures of banks and related financial firms and aggregate shocks to their asset portfolios. Regulation might attempt to address this market failure with a “tax” — for example, a requirement that a bank hold a minimum level of equity capital that is dependent not just on its own asset portfolio risk and short-term debt but also on “systemic risk” — that depends on the aggregate component of asset risk and the level of system-wide short-term debt. Policies of this type would link regulations to macro-prudential concerns that are related to financial crises and externalities, rather than (or not just) micro-prudential concerns related to the health of individual financial institutions.

In modern financial systems, much leverage is “embedded” in derivative contracts rather than associated with traditional short-term debt. A related but subtler externality arises in the context of derivatives. When an insurer sells protection against a risk to a number of counterparties, each party’s position potentially affects the payoff on the other parties’ positions, in a state of the world where the insurer lacks capital to honor its contractual promises. To reflect this counterparty risk externality suitably in the price of insurance, market participants need to know more than the bilateral positions; they need to know “what else is being done.” When risks being hedged are aggregate in nature, private derivative contract terms in general will not internalize the counterparty risk externality, unless terms can be contracted upon the aggregate positions of the insurer. This suggests a potential role for creating transparency in derivatives markets, or requiring centralized...
clearing of relatively large over-the-counter (OTC) derivatives markets, as part of macro-prudential regulation.4

**Regulatory Failures: Micro-prudential Capital and Liquidity Rules**

Financial crises engulfed the Western economies beginning in 2007, and most prominently affected the United States during 2007–8. In the period leading up to the crisis, banks and related financial firms had extensive short-term debt and common exposure to residential mortgage assets. When an aggregate shock materialized by end of 2006, in the form of a secular housing price decline in the United States, short-term debt rollovers became increasingly difficult. There weren’t adequate pools of capital to move mortgage assets off the balance-sheets of the financial sector and, eventually, short-term debt markets froze for many financial firms, leading to *en masse* failures in the fall of 2008.

At a high level, these facts fit the theoretical narrative of financial crises presented above. It is interesting to note, though, that there was elaborate regulatory apparatus in place both before and during the crisis, in particular in the form of Basel capital requirements. It is thus useful to understand why the financial sector’s health eroded so rapidly following the housing price shock. Three examples of regulatory failures stand out from my work addressing the exposure of the financial sector as a whole to short-term debt and aggregate risk.

First, the financial crisis erupted in the form of rollover problems for short-term asset-backed commercial paper (ABCP) issued by special purpose vehicles (called “conduits” and structured investment vehicles, or SIVs). Many of these vehicles were sponsored by commercial banks and effectively guaranteed by them. These guarantees implied that the perceived risk transfer from special purpose vehicles was, in effect, non-existent. Adequate treatment for sponsoring such conduits *with guarantees* was, however, absent in regulatory capital requirements.5

The importance of this regulatory policy can be seen by examining the international data: they show that countries such as the United States, the United Kingdom, and Germany, which adopted lax capital treatment of ABCP vehicles, had significant presence of their commercial banking sectors in the ABCP market, whereas their counterparts in Spain and Portugal, which adopted more prudent capital treatment of ABCP vehicles, had virtually no presence in this market.6 In effect, while the commercial banking sector looked well-capitalized on the regulatory capital front during 2003–7, it had in fact built up significant short-term debt in shadow banks without an economic transfer of risks. This short-term debt experienced rollover problems beginning on August 8, 2007, precipitating the crisis (see Figure 1).

Second, as the rollover problems of short-term debt persisted, given the lack

---

**Figure 1** — Asset-backed commercial paper (ABCP) outstanding and spreads.

Panel A plots total ABCP outstanding in the U.S. market from January 2001 to April 2010. Panel B shows the spread of overnight ABCP over the federal funds rate from January 2007 to August 2008. The figures are based on weekly data published by the Federal Reserve Board. Source: Acharya, Schnabl and Suarez (2013), see endnote 5.
of housing market recovery during 2007–8, banks and shadow banks sustained severe losses. The market value of their equity collapsed. A macro-prudential or system-wide approach to capital requirement of the financial sector necessitated a prompt response at the early stage of the crisis in order to get banks to reduce their reliance on short-term debt by issuing equity capital to redeem the debt that was coming due. And, further erosion of equity capital through payouts to employees and shareholders would have made the financial sector even more fragile. Nevertheless, not only did the distressed financial firms not reduce reliance on short-term debt, but they in fact paid out significant dividends — in some cases, increasing the payouts — in spite of mounting losses. Throughout this period, banks were deemed to be well-capitalized by (micro-prudential) regulatory capital standards. This contributed to the lack of any significant regulatory action for addressing the worsening rollover risk of banks. In the end, this led to failure or near-failure of most of the largest financial firms in the United States and Western Europe, captured saliently by Lehman Brothers filing for bankruptcy on September 15, 2008.

Third, markets as well as regulators were caught off-guard by the case of AIG Financial Products, which had over $500 billion in notional outstanding insurance (“credit protection”) sold to counterparties which were themselves large banks and financial firms. AIG FP was essentially deemed to be safe based on its current rating, but in effect it had significant leverage conditional on a future downgrade, and especially so if such downgrade coincided with system-wide stress: such stress would lead to recognition of losses in market prices of its assets and a demand for immediate collateral by its counterparties. The public disclosures provided by AIG FP show that the rollover risk it faced was never stated with adequate granularity with respect to significant downgrades, nor did it take account of the underlying aggregate risk exposure of the insurance it had sold to counterparties. Such disclosure or transparency was also not required by AIG FP’s regulators, allowing the buildup of its significant derivatives book in an unchecked manner.8

Why did these “regulatory failures” arise? While potential explanations abound, a leading candidate is that regulation was focused on ensuring the safety and soundness of individual financial institutions. The rules and tools were in many cases inappropriate for assessing the buildup of aggregate risk of assets and of rollover risk from short-term debt of the financial sector.

**Market Failures II: Transmission from Distressed Financial Firms to the Economy**

The market failures arising from failures of large banks, or of banking systems at large, have received substantial attention in the literature. The focus is typically on the contraction of lending from banks to small and medium-sized enterprises — information-sensitive borrowers — and thus bank lending to those not easily re-intermediated by other lenders. My recent empirical work, exploiting as a “laboratory” the period immediately following August 2007 when banks faced rollover risk in the ABCP market, shows that effects of such failures are more far-reaching and multi-faceted than has been traditionally documented.

First, unlike the market stress episodes of the prior decade (notably the 1998 episode surrounding the near-collapse of Long Term Capital Management), the banking sector in the 2007–8 crisis did not experience an immediate net inflow of deposits. From early 2007 until the government bailout package was put in place, depositors appeared concerned about the banking sector’s health and moved to prime money-market funds which invested only in government securities. Indeed, several banks with significant exposure to ABCP vehicles and undrawn lines of credit experienced significant rollover risk in the form of withdrawals of uninsured deposits. These banks responded by offering higher deposit rates in order to maintain their deposit base; up until a month before their failure, they succeeded in doing so by luring insured deposits even as their uninsured deposit base shrank. Focusing jointly on deposit flows and rates helps us understand that rather than banks being passive liquidity backstops or preferred “safe havens” for investors in a crisis, banks are in fact active seekers of funding liquidity. Importantly, the fact that banks in trouble sought funding at aggressive rates imposed a deposit-rate externality on the funding costs other banks.9

Second, the effect of aggregate risk on bank intermediation activity is not limited to spot or term lending as is the focus of current literature. Banks provide liquidity insurance in the form of lines of credit to corporations, enabling corporations to free up cash holdings for profitable investments. As aggregate risk rises, the ability of the banking sector to smooth fees across firms and to honor the lines of credit declines, limiting the extent of liquidity insurance provided to corporations (fewer initiations of lines of credit, as well as higher fees, smaller amounts, and shorter maturities on initiations.) This, in turn, induces greater cash holdings and lower investment, even by relatively large corporations of the economy.10

Third, these effects were not limited to banks in the United States. Foreign banks provide a significant proportion of intermediation in the form of lines of credit in the United States. While the U.S. banks struggled for deposit funding too, as explained above, their funding was eased in part by the provision of public funding (starting in the fall of 2007) by the Federal Reserve and Federal Home Loan Banks. In contrast, many foreign banks without a depository base in the United States lacked access to public funding and faced “dollar shortages” — that is, rollover risk in dollars. As a result, the terms on lines of credit provided by foreign (European) banks to U.S. corporations relative to foreign borrowers worsened until December 2007 (when dollar swap lines were put in place by the Federal Reserve for foreign central banks), relative to such a differential effect in terms of lines of credit provided by U.S. banks.11
Fourth, inter-bank markets were significantly impaired because of the precautionary demand for liquidity of banks exposed to rollover risks. Using data from the United Kingdom, where large settlement banks indicate to the Bank of England each month their desired liquidity in the form of requested reserves, it can be seen that (exposed) banks raised their liquidity demands (more) following the ABCP freeze in August 2007 and the failure of Bear Stearns in March 2008. This liquidity demand was coincident with a rise in spreads charged in the inter-bank market, over and above the Bank of England policy rate, in both secured and unsecured markets. Furthermore, using data on bilateral inter-bank transactions, this rise in spreads can be attributed to the funding problems faced by lending banks rather than to the condition of borrowing banks. This suggests that the inter-bank market stress during 2007–8 was at least in part attributable to precautionary hoarding of liquidity by a significant part of the banking sector that faced rollover risk, and not just to an increase in the counterparty risk of borrowers.\(^{12}\)

Finally, besides the precautionary demand for liquidity by banks facing rollover risk, relatively healthier banks can have strategic demand for liquidity for acquiring troubled banks, especially as the crisis gets deeper and bank failures become imminent. This can lead to further reduction in liquidity that is available in the aggregate for funding the financial system, households, and corporations. Evidence suggests that such a motive for holding cash took hold, especially around the failure of Lehman Brothers in September 2008.\(^{13}\)

**Conclusion**

To summarize, existing theories and evidence on banking crises based on *market failures* (namely, the reliance of financial firms on short-term debt and the externalities from *en masse* failures of financial firms to roll over short-term debt) and *regulatory failures* (imperfect, incomplete, and sometimes misguided regulation) help us to understand both the regular incidence of crises in modern financial systems and their adverse consequences. Financial crises in the Western economies that started in 2007 bear testimony to the usefulness of this existing paradigm. Indeed, the paradigm appears to be a good starting point for thinking about the role of *macro-prudential regulation*, which considers the financial system at large, as well as *micro-prudential regulation* that is narrowly focused on the health of individual financial firms.

My current research explores a third failure, *government failure*, which arises because of myopic decision making in fiscal policy as well as policy aimed at bailing out a distressed financial sector. These government failures have the dramatic implication that financial sector and sovereign credit risks are intimately tied. Bank failures can trigger sovereign credit risk if bailouts lead the sovereign to sacrifice its creditworthiness; conversely, deterioration of sovereign credit risk can impose “collateral damage” on the financial sector directly through its holdings of government bonds and indirectly through the implicit government guarantees of the financial sector.\(^{14}\) Perversely, this bank-sovereign two-way feedback may in fact be preferred by myopic governments that are reluctant to cut back on populist spending; entanglement of the financial sector with the sovereign is perceived by investors as a sign that the sovereign will find it too costly to default, boosting the sovereign’s ex-ante ability to raise debt and spend, but resulting in a worse sovereign and financial crisis ex post.\(^{15}\) Integrating governments and public policy into the existing models of banking crises remains an important topic for further work, as suggested by the ongoing banking and sovereign crises in the Eurozone.


Immigrant Selection and Assimilation during the Age of Mass Migration

Leah Boustan*

The Age of Mass Migration from Europe to the New World (1850–1913) was one of the largest such episodes in human history. By 1910, 22 percent of the U.S. labor force was foreign born, compared to “only” 17 percent today. In a joint research program with Ran Abramitzky and Katherine Eriksson, I ask three related questions about this large and formative migrant flow: Were migrants who settled in the United States in the late nineteenth century positively or negatively selected from the European population? What was the economic return to this migration? And, how did these new migrants fare in the U.S. labor market, both upon first arrival and after spending some time in the country?

A better understanding of the Age of Mass migration can inform our views of the past and the present. During this era, the United States maintained an open border for European migrants, which allows us to observe the immigration process in the absence of government constraints. Furthermore, beliefs about (the lack of) immigrant assimilation at the time have contributed to the formation and passage of the more restrictive migration policies of today.

Our project greatly expands our knowledge of this era by creating and analyzing two large panel datasets of trans-Atlantic migrants from historical Census records. Our first dataset links 50,000 men from their birthplace in the 1865 Norwegian Census to their adult residence in 1900 in either the United States or Norway. We focus on Norway because it is a large sending country and has two complete digitized historical Censuses (1865 and 1900). Our second dataset follows 24,000 men, including immigrants from 16 European sending countries and a comparison group of U.S. natives, in the U.S. labor market from 1900 to 1910 to 1920. Assembling this data has been made possible by the public release of Census manuscripts 70 or more years after the initial survey. We match individuals across Census waves by first name, last name, age, and place of birth.

For all of its advantages, the historical data also have two limitations. First, match rates across Censuses tend to be low, mainly because men with common names cannot be uniquely linked; our match rates range from 20 to 30 percent, which is standard in this literature. Despite low match rates, our matched sample is roughly representative of the population. Second, we are only able to collect information about individual occupations, rather than individual earnings, which the Census first recorded only in 1940. Our standard approach is then to assign individuals the mean earnings in their occupation cell, which we refer to as “occupation-based earnings.” This measure cannot capture aspects of the return to migration and of labor market assimi-
tion that occurs by attaining higher earnings within occupation cells.

**Economic Return to Migration**

A simple measure of the return to migration contrasts the earnings of migrants to the United States with the earnings of men who stayed in Europe. This basic approach can be confounded by migrant selection. For example, if the brightest people — those who would have earned more regardless of location — were the most likely to move to the United States, then a naïve estimate of the return to migration will be biased upward; likewise, the return to migration will be biased downward in the case of negative selection. We thus compare the earnings of migrants to the earnings of their brother(s) who remained in Europe, an approach that eliminates the across-household component of migrant selection. Such selection will be present if households that were financially constrained or that faced poor economic opportunities in Europe experienced different propensities to migrate.

We estimate a return to migration within brother pairs of around 70 percent.3 These returns are lower than contemporary estimates for the return to migration from Mexico to the United States, as would be expected given the relatively unconstrained supply of migrant labor in this era.4 In addition, our estimation method reveals evidence of negative occupational selection for migrants leaving urban areas. In particular, we find that the population estimate of the return to migration in the urban sample is 20 to 30 percent lower than the within-brother estimate, a pattern that we attribute to negative selection of migrant households.

**Migrant Selection**

We provide more direct evidence of negative selection in this migrant flow by comparing the socio-economic status of the fathers of migrants and nonmigrants.5 We find that the fathers of migrants in both rural and urban areas have lower occupation-based earnings; are less likely to own assets, including land, an owner-occupied home, or a business; and, conditional on owning some land, have property of lesser value as proxied by their property tax bills. A similar pattern holds for both migration to the United States and internal migration within Norway. Taken together, this evidence suggests that men with poorer economic prospects were more likely to migrate in the late nineteenth century.

We further demonstrate that men with a higher likelihood of inheriting land are less likely to migrate. Inheritance varied both by birth order and by the gender composition of one’s siblings. On Norway’s western coast and in the far North, two areas where primogeniture was particularly strong, oldest sons could expect to inherit the family farm. In these regions, oldest brothers in households with land were less likely to migrate than were their younger brothers. In the rest of the country, household assets were more likely to be divided between sons. In these regions, men with more brothers, as opposed to sisters, from households with land were more likely to migrate. In both cases, the lower a man’s expected wealth, the more likely he was to leave his municipality of birth for destinations both internal and international. Neither birth order nor gender composition of siblings influence migration among sons in landless households.

**Migrant Assimilation**

We then turn to the success of these newcomers in the U.S. labor market, asking how immigrants from Norway and 15 other sending countries fared upon arrival.6 The consensus from prior studies, all of which have been based on cross-sectional data, is that these immigrants held substantially lower-paid occupations than natives upon first arrival but experienced rapid convergence with natives over time.7 Yet inferring assimilation from a cross section is subject to well-known biases caused by changes in the skill levels of immigrant arrival cohorts over time and to the potentially selective return migration to source countries.8 Over a quarter of migrants returned to Europe during this period. In some cases, return migrants used a deliberate strategy of temporary migration to the New World. These temporary migrants will appear negatively selected in our data if they remained in low-paid occupations during their short sojourn in the United States.

Ideally, one could follow the career trajectories of individual immigrants as they spend time in the United States. Our panel dataset approximates these ideal conditions. Contrary to the existing literature, we find that the typical immigrant in the panel did not face a large initial earnings penalty upon first arrival in the United States and moved up the occupational ladder at the same rate as the native born. We conclude that the large earnings gap and subsequent convergence observed in a single cross-section is driven by a combination of declining skill levels across immigrant arrival cohorts, both between and within countries-of-origin, and by the departure of negatively-selected return migrants.

Our study is the first to document the substantial heterogeneity in the assimilation patterns of migrants from different countries of origin. Immigrants from France, Russia, and the English-speaking countries of the United Kingdom held significantly higher-paid occupations than U.S. natives upon first arrival, while immigrants from other countries started out in equivalent or lower-paid occupations. Regardless of starting position, immigrants from almost every country moved up the occupational ladder at the same rate as natives, rather than progressing faster to converge with natives. As a result, any initial occupation-based gaps between immigrants and natives were preserved over time.

**Broader Conclusions**

Our work on the Age of Mass Migration contains three important lessons for our understanding of the economics of immigration.

**Roy model**

The Roy model predicts that migrants will be negatively selected if the send-
ing country has a higher return to skill or more unequal income distribution than the destination.9 Unlike today, Norway was more unequal than the United States in the nineteenth century. Therefore, our finding of negative migrant selection from Norway to the United States is consistent with the standard Roy model.

In contrast, most work on contemporary immigrant flows finds little empirical support for the Roy model.10 One explanation for positive migrant selection today is that the high cost of migration, including fees for entering the United States illegally, prevents the poor from engaging in migration.11 The cost of migration was lower in the past, which may have allowed the negative selection predicted by the Roy model to be manifest.

Financial constraints

Hanson (2010) and Clemens (2011) forcefully argue that one of the most effective international development policies would be easing national migration restrictions in developed countries.12 Yet, even if explicit barriers to migration were lowered, high migration costs and credit constraints might prevent the world’s poor from moving to rich countries. Our finding of negative selection during the Age of Mass Migration suggests that a lack of household (or individual) wealth did not pose a barrier to migration at a time when U.S. borders were open to European migrants and migration costs were relatively low. These findings suggest that lifting migration restrictions may be sufficient to facilitate migration among the world’s poor.

Assimilation

Contemporaries questioned the ability of European immigrants to assimilate into the U.S. economy and called for strict migration restrictions that favored countries with highly-skilled residents. Our results indicate that these concerns were unfounded: the average permanent immigrant in this era arrived with skills similar to those of natives and experienced identical rates of occupational upgrading over their lifecycle. These successful outcomes suggest that migration restrictions are not necessary to ensure migrant assimilation. At the same time, we also note that migrants who arrived with low skill levels did not manage to close their skill gap with natives over time. This finding undercuts the commonly-held view that, unlike today’s migrants, past waves of European immigrants, even those who arrived without the ability to read or to speak English, were able to quickly catch up with natives.


Saving in Developing Countries

Eswar S. Prasad*

The evolution of national savings in developing countries (a broad term that I use here to refer to middle-income emerging markets, as well as less developed low-income economies) has received considerable attention in discussions of global current account imbalances. In the run-up to the global financial crisis, these imbalances were characterized by large and rising current account deficits in the United States, United Kingdom, and a few other advanced economies, matched by corresponding surpluses in many emerging markets and a few oil-exporting economies. Rising saving rates in China and many other Asian economies began to receive increased attention from researchers around this period, and Federal Reserve Chairman Ben Bernanke’s 2005 speech arguing that the “savings glut” in emerging markets was a proximate cause of the imbalances gave further impetus to that research.1

Economists have been more successful in explaining changes in saving rates within specific countries over time than in explaining differences in saving levels across countries.2 The fact that Asian economies traditionally have had higher saving rates than developing and industrialized economies in other regions has received some attention, but there is no persuasive explanation for this phenomenon. Economists have had to rely on weak non-economic explanations, such as the argument that Asians are culturally predisposed towards saving. This hypothesis has been formally tested using data from the U.S. Census to examine whether immigrants to the United States from high-saving countries tend to save more than immigrants from low-saving countries. The results show that there are significant differences in immigrants’ saving behavior by country of origin, but those differences do not match up with the differences in national saving rates. In particular, immigrants from high-saving Asian countries do not save more than other immigrants.3

Saving in Asia

Given their high and rising saving rates, Asian economies have been the subject of considerable research. In an early contribution focusing on the region, Susan Collins looks at rising national saving rates in nine Asian developing economies (plus Turkey) over the period 1960–84. She concludes that high growth rates, a low dependency ratio, and high income levels are all positively associated with saving rates. She argues further that there are structural differences between low-income and middle-income countries in the determinants of savings.4

Charles Horioka and Akiko Terada-Hagiwara find that domestic saving rates in developing Asia rose during the period 1966–2007. They conclude that the main determinants of those trends were the age structure of the population (especially the elderly dependency ratio), income levels, and the level of financial sector development.5 They forecast that over the next two decades the domestic saving rate in developing Asia as a whole will remain roughly constant, despite rapid population aging in most of those economies, in part because the negative impact of population aging on the domestic saving rate will be largely offset by the positive impact of higher income levels.

National saving comprises saving by households, corporations, and the government. Household savings typically has attracted most of the attention of researchers because it is more amenable to theoretical modeling than the other components of nations saving, and because its determinants can be analyzed using
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household-level survey data. Corporate saving (retained earnings) has received less attention, but in fact has been the key driver behind the surge in national savings in major Asian emerging markets during the latter half of the last decade.6

While household saving rates have also trended up in most major Asian economies, one prominent Asian economy where the household saving rate has fallen quite significantly over the last two decades is Korea. Young Jun Chun evaluates the effects of population aging and fiscal policies on national saving in Korea.7 Using a life-cycle model that incorporates a generational accounting approach, he argues that rapid population aging and the long-term budgetary imbalance have and will continue to drive down the national saving rate in Korea.

China

The sheer scale of China's saving, which now exceeds 50 percent of GDP, has drawn considerable research attention. Dennis Yang, Junsen Zhang, and Shaojie Zhou look at determinants of all three components of saving in China and conclude that economic, demographic, and policy trends in the internal and external environments of the Chinese economy are likely to lead to a decline in national saving in the foreseeable future.8

With greater access to household-level datasets, there has been an intense focus on explaining the rise in China's household saving rate. From 1995 to 2005, the average urban household saving rate in China rose steadily by 7 percentage points, to about one quarter of disposable income. The urban saving rate has continued to rise since then, driving the national household saving rate higher as well. Marcos Chamon and I use data from China's Urban Household Surveys to explain why households are postponing consumption despite rapid income growth.9 Tracing cohorts over time indicates a virtual absence of consumption smoothing over the life cycle. Saving rates have increased across all demographic groups, although the age profile of savings has an unusual pattern in recent years, with younger and older households having relatively high saving rates. We argue that these patterns are best explained by the rising private burden of expenditures on housing, education, and health care. These effects and precautionary motives may have been amplified by financial underdevelopment, as reflected in constraints on borrowing against future income and low returns on financial assets.

In subsequent work, Chamon, Kai Liu, and I examine the role of precautionary saving motives in explaining both the increase in China's household saving rate since the mid-1990s and the interesting fact that the age-savings profile has become U-shaped during the 2000s.10 We find that, in addition to the factors identified in our earlier research, rising income uncertainty and pension reforms help to explain both of these phenomena. Using a panel of Chinese households covering the period 1989–2006, we document that strong average income growth has been accompanied by a substantial increase in income uncertainty. Interestingly, the permanent variance of household income remains stable while it is the transitory variance that rises sharply. A calibration of a buffer-stock savings model indicates that rising savings rates among younger households are consistent with rising income uncertainty and that higher saving rates among older households are consistent with a decline in the pension replacement ratio for those retiring after 1997. We conclude that rising income uncertainty and pension reforms can explain more than half of the increase in the urban household savings rate in China since the mid-1990s, as well as the U-shaped age-saving profile.

Other researchers have used less disaggregated data to provide complementary perspectives on household saving behavior. Horioka and Junmin Wan conduct a dynamic panel analysis of the determinants of the household saving rate in China using a life-cycle model and panel data on Chinese provinces for the period 1995–2004.11 They find that the main determinants of variations over time and over space are the lagged saving rate, the income growth rate, (in many cases) the real interest rate, and (in some cases) the inflation rate. They find little evidence that variables relating to the age structure of the population have the expected impact on the household saving rate. Their results provide mixed support for the life-cycle hypothesis and the permanent income hypothesis, and are consistent with the existence of inertia or persistence in household saving behavior.

Other research on China has emphasized demographic factors as one of the main determinants of the rising household saving rate. Chadwick Curtis, Steven Lugauer, and Nelson Mark undertake a quantitative investigation using an overlapping-generations model.12 In their model, dependent children’s utility enters into parents’ utility so that parents choose the consumption level of the young until they leave the household. Working agents give a portion of their labor income to their retired parents and save for their own retirement, while the aged live on their accumulated assets and on support from their children. These researchers take future demographic changes, labor income, and interest rates as exogenously given. They argue that their calibrated model accounts for much of observed increase in the household saving rate from 1963 to 2009.

While evidence of conventional demographic factors, such as an aging population, in driving household saving rates has been mixed, there are other aspects of changing demographics in China that have been the subject of research as well. Shan-Jin Wei and Xiaobo Zhang propose a novel and unorthodox explanation based on competitive saving resulting from unbalanced sex ratios (tilted in favor of males) in China.13 As the sex ratio rises, Chinese parents with a son raise their savings in a competitive manner in order to improve their son’s relative attractiveness for marriage. The pressure on savings spills over to other households. Both cross-regional and household-level evidence supports this hypothesis. They conclude that this motive potentially can account for about half of the actual

---

increase in the household savings rate during 1990–2007. Abhijit Banerjee, Xin Meng, and Nancy Qian exploit the changes in China’s demographics caused by its family planning policies to study the effects of changes in the demographic structure on savings and wealth. They find that children provide a substantial amount of support for elderly parents and that sons provide more support than daughters. Their empirical estimates support the predictions of a simple life-cycle model, based on which they conclude that the exogenous reduction in fertility because of family planning policy caused a significant increase in fertility because of family planning policy caused a significant increase in household savings, and that all of the increase is driven by parents who have a daughter as their only child.

**Corporate Savings**

As in other Asian economies, corporate saving was a principal driver of the rising national saving rate in China. During 2003–7, the share of household saving in GDP actually declined, even though the household saving rate (saving as a share of disposable income) continued to rise. This apparent anomaly is the consequence of a greater share of national income going to capital than to labor. If households effectively own the firms in an economy, either directly or indirectly, this should not matter because firms’ profits will increase household disposable income. However, in China, a majority of firms are still state-owned and most of them don’t pay dividends to the state.

China’s high corporate saving rate has received attention in policy circles, but has been the subject of only limited research so far. Tamim Bayoumi, Hui Tong, and Wei examine firm-level data and conclude that it indicates a global trend of rising corporate saving over the period 2002–7. Chinese state-owned firms only recently were required to pay out dividends to the state, and these payments are still quite low relative to profits. However, these authors conclude that there is no significant difference in the savings behavior and dividend patterns between Chinese majority state-owned and private listed firms. Other evidence reported by Loukas Karabarbounis and Brent Neiman suggests that China is not special and that declining labor shares and the rise of corporate saving are global phenomena. One factor behind these phenomena is the global decline in the cost of capital beginning in the 1980s, which has led firms around the world to shift away from labor and towards capital, financed in part with an increase in corporate saving.

**More Work Ahead**

With developing economies playing an increasingly important role in the global economy, there is growing interest in explaining saving behavior in these economies from both micro and macro perspectives. Increase in access to household and firm-level datasets in China and other developing economies has set off an exciting research program, although a number of questions have not yet been conclusively answered. For instance, the micro evidence suggests a range of plausible explanations for the rise in China’s household saving rate, although there is no easy way to distinguish among these different hypotheses in a unified framework. Integrating the micro and macro perspectives to explain the determinants of saving-investment balances in these countries is likely to remain a fertile area of research.