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Executive Compensation and Corporate Governance in the U.S.: Perceptions, Facts, and Challenges

Steven N. Kaplan*

In this lecture, I explore some commonly held perceptions of executive compensation and corporate governance in the United States: 1) CEOs are overpaid and their pay keeps increasing; 2) CEOs are not paid for performance; and 3) corporate boards are not doing their jobs. For example, Bebchuk and Fried have concluded that, “flawed compensation arrangements have not been limited to a small number of ‘bad apples’; they have been widespread, persistent, and systemic.”1 I consider the accuracy of these perceptions today, and discuss the implications and challenges that the evidence poses for researchers, boards, and shareholders.2

How is pay measured?

There are two ways to measure CEO pay. The first is estimated or grant-date pay. This includes the CEO’s salary, bonus, the value of restricted stock, and the estimated value of options issued that year. This is the compensation the board awards the CEO and, therefore, the appropriate measure for board governance effectiveness.

The second measure is realized pay. This includes the CEO’s salary, bonus, the value of restricted stock, and the value of options exercised that year. Because it uses actual option gains (not estimated val-
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Facts about pay

Using estimated pay, I look at data from 1993 to 2010 for S&P 500 companies (from S&P’s ExecuComp database). What has happened to average estimated CEO pay (adjusted for inflation) since 2000? Most audiences believe it has increased substantially. In fact, Figure 1 (on page 3) shows that while average CEO pay increased markedly from 1993 to 2000, it declined by over 46 percent from 2000 to 2010. Median CEO pay also increased from 1993 to 2000, but has since declined. The convergence between the means and medians suggests that boards have become less likely to award large pay packages since 2000.

There are still some outliers that receive attention and likely drive the perception that pay has increased. For example, three CEOs received over $50 million in estimated pay in 2010. The means and medians indicate that these are outliers and not the general rule.

ExecuComp also follows the CEOs of over 1,000 smaller companies not in the S&P 500. Average estimated pay for these CEOs, like S&P 500 CEOs, increased in the 1990s and declined in the 2000s. Today’s average pay roughly equals its 1998 level.

Overall, then, estimated CEO pay — what boards expect to pay their CEOs — peaked around 2000, both for S&P 500 and non-S&P 500 CEOs. Since then, average estimated CEO pay has declined, returning roughly to its 1998 level.

While average pay has declined since 2000, it remains very high in absolute terms. In 2010, the average S&P 500 CEO received estimated pay of just over $10 million. This is roughly 200 times the median household income in the United States and undoubtedly also contributes to the perception that CEOs are overpaid.

Turnover

The average lengths of CEO tenures today are shorter than in the past. As a result, comparing CEO pay in the 2000s to CEO pay in the 1990s (and earlier) is not an apples-to-apples comparison. In the 1970s, 1980s, and
mid-1990s, roughly 10 percent of large U.S. company CEOs turned over each year, not counting takeovers. Since 1998, annual turnover has increased to an average of 12 percent, implying a decline in CEO tenure from ten to eight years. Including takeovers, tenures have declined from roughly eight years before 1998 to only six years since.

The decline in tenure implies that the CEO’s job has become riskier over time. The shorter expected tenure arguably offsets roughly 20 percent of the increase in CEO pay since the early 1990s. The true increase in CEO pay since then is lower than the compensation figures alone would suggest.

How does CEO pay compare to that of other highly paid people?

Gabaix and Landier argue that market forces can explain the increases in CEO pay. Using a simple competitive model, they show that CEO pay will rise as firms become larger because larger average firm size increases the returns to hiring more productive CEOs. They find empirically that the increase in CEO pay since 1980 can be fully attributed to the increase in large company market values.

Gabaix and Landier and others focus on the market for public company top executives. But the same people also can become executives at private companies, become (or remain) consultants, and, earlier in their careers, become lawyers, investment bankers, or investors. In a competitive market, similarly talented individuals should have done as well as CEOs over the last twenty or thirty years. The large increase in the share of pre-tax income earned by very high earners over that period, documented by Piketty and Saez, suggests that this is plausible.

Accordingly, I compare the average estimated pay of S&P 500 CEOs to the average adjusted gross income (AGI) of taxpayers in the top 0.1 percent of the income distribution. Figure 2 shows that average estimated pay for S&P 500 CEOs, relative to the average income of the top 0.1 percent, is about the same in 2010 as it was in 1994. S&P 500 CEOs have seen little change in their estimated pay relative to other high earners since the early 1990s. And non-S&P 500 CEOs are worse off relative to the top 0.1 percent than they were in the early 1990s.

Over the last twenty years, then, public company CEO pay relative to the top 0.1 percent has remained relatively constant or declined. These patterns are consistent with a competitive market for talent. They are less consistent with managerial power. Other top income groups, not subject to managerial power forces, have seen similar growth in pay.

What about the longer-term?

What has happened over the longer-term, since the 1930s? I staple together three data sets of estimated pay — ExecuComp data for S&P 500 CEOs from 1992 to 2010, the Hall and Leibman data for large company CEOs from 1980 to 1992, and the Frydman and Saks data for large company CEOs from 1936 to 1980. Figure 3 (on page 4) compares this series with the average AGI of the top 0.1 percent. Over the long-term, estimated CEO pay relative to pay of the top 0.1 percent has remained stable, averaging roughly 1.9. The ratio is particularly low in the 1980s, becomes unusually high in the late 1990s, and returns near to its long-term average in 2010. The unanswered question from these patterns is what drives the fluctuations.
Figure 4 (below) shows the ratio of average estimated CEO pay to the average market value of the top 500 publicly traded companies (multiplied by 1,000). CEO pay was a higher fraction of market value in the 1930s through the 1950s than it was after 1960. Since 1960, however, the ratio has remained more stable, averaging 0.042 percent of market value. The ratio in 2010 was 0.036 percent. Since 1960, then, the data support the simple Gabaix and Landier story of a competitive market for talent. The unanswered question is why the pattern is so different before 1960.

Taken together, these long-run patterns suggest that a combination of the market for talent and firm scale have been meaningfully associated with large company CEO pay over a long period of time.

Other specific groups

The previous analyses compare public company CEOs to those in the top income brackets. But public company CEO pay also can be compared to the pay of specific groups in those brackets that have similar opportunities or talents, particularly non-public company executives, lawyers, and investors.

Bakija, Cole, and Heim study IRS tax return data between 1979 and 2005. They try to compare public and private company executives by distinguishing those who receive the majority of their income in salary and wages from those who receive the majority from self-employment. The former are more likely to include public company executives; the latter, executives of closely-held businesses.

The pay of closely-held firm executives increased by more than the pay of salaried executives from 1979 to 2005. Closely-held firm executives also increased their representation in the top 0.1 percent, increasing from 9 percent in 1979 to 22 percent of the top 0.1 percent in 2005. Over the same period, the representation of salaried executives declined from 38 to 20 percent.

Public company executives, those who should be more subject to managerial power problems, saw their pay increase less than executives of closely-held company businesses which are, by definition, controlled by large shareholders or the executives, and are subject to limited agency problems. This is notable because many of the salaried and closely-held executives likely come from the same executive pool and, presumably, can move between public and private company employment.

What does this mean?

The point of these comparisons is to confirm that while public company CEOs earn a great deal, they are not unique. Other groups with similar backgrounds and talents—private company executives (as well as corporate lawyers, investors and others)—have seen significant pay increases where there is a competitive market for talent and no managerial power problems exist. If one uses evidence of higher CEO pay as evidence of managerial power, one must also explain why these other groups have had a similar or higher growth in pay. Instead, it seems
more likely that market forces have driven a meaningful portion of the increase in public company CEO pay.

Josh Rauh and I concluded that some combination of changes in technology, along with an increase in the scale of enterprises and finance, have allowed more talented or fortunate people to increase their productivity relative to others. This seems relevant for the pay increases of lawyers and investors (technology allows them to acquire information and trade large amounts more efficiently) as well as CEOs (technology allows them to manage very large organizations).12

Pay for Performance

Do CEOs who perform better earn more in realized pay—which includes option exercises and thus better measures what the CEO actually takes home? For each year from 1999 to 2004, Rauh and I took the firms in the ExecuComp database and sorted them into five size-groups. Within each size-group for each year, we sorted the CEOs into five groups based on realized pay. We then looked at how the stocks of each group performed relative to their industry over the previous three years.

We found that realized compensation was highly related to firm stock performance. In every size group, firms with CEOs in the top quintile of realized pay were in the top performing quintile; firms with CEOs in the bottom quintile of realized pay were in the worst performing quintile.

Frydman and Saks study the correlation between an executive’s wealth and firm performance. They find that CEO wealth has been strongly tied to firm performance since the 1930s, and that relationship “strengthened considerably” after the mid-1980s.

The evidence, then, is consistent with realized CEO pay and CEO wealth being strongly tied to firm performance. The more difficult question is how much pay-for-performance is optimal, and whether current practices can become more efficient. Some argue that pay-for-performance is too low and should be increased. Others argue that some pay-for-performance incentives, particularly in financial services, are too high.

Are CEOs fired for poor performance?

CEO turnover levels have increased since the late 1990s, so CEOs can expect to be CEOs for less time than in the past. CEO turnover also has become increasingly related to poor firm stock performance.13 This suggests that boards and the corporate governance system have performed better in their monitoring role since the 1990s.

Jenter and Llewellen14 present additional evidence consistent with this. They look at CEO turnover in ExecuComp firms from 1992 to 2004 and find “that boards aggressively fire CEOs for poor industry-adjusted performance, and that the turnover-performance sensitivity increases substantially with higher quality boards.” In the first five years of their tenure, CEOs who perform in the bottom quintile relative to their industry are 42 percent more likely to depart than top quintile CEOs. This spread increases to more than 70 percent for firms with higher quality boards—more independent boards with greater stock ownership. As with pay-for-performance, the more difficult question is whether these differential departure rates are optimal and whether current practices can be improved.15

What do shareholders think?

It would be useful to know what shareholders think. Fortunately, the Dodd-Frank Act of 2010 mandated that most publicly traded-firms hold Say-on-Pay votes—non-binding shareholder votes on the compensation of their top five executives. Say-on-Pay supporters believed that the votes would reduce the perceived CEO pay spiral and would increase pay for performance. Under the alternative view that pay levels and pay-for-performance are largely determined in a competitive market, the Say-on-Pay votes would be a non-event.

The law went into effect in 2011. The votes were overwhelmingly in favor of existing pay policies: roughly 98 percent of companies received majority support of their shareholders; more than 73 percent of companies received a favorable vote above 90 percent.16 The 2012 votes have followed a qualitatively similar pattern. The positive shareholder votes for most companies seem inconsistent with top executive pay being driven largely by managerial power. Rather, the votes are consistent with a more market-based view.

How have U.S. public companies performed?

Given the negative perceptions of CEO pay and corporate governance, one would think that corporate performance has been poor. The U.S. economy has gone through a financial crisis and recession, and the S&P 500 has declined from a peak of 1576 in 2007 to roughly 1400 today (August 2012). At the same time, CEO pay has declined. What has happened to operating performance?

S&P 500 companies have weathered the downturn surprisingly well. Median operating margins (EBITDA to Sales) increased from 1993 to 2007 and increased again, to their highest level in the period, from 2007 to 2011.17 The National Income and Product Accounts, while they include public and private companies, also show that corporate profits as a fraction of GDP are at historically high levels. On average, then, particularly for non-financial companies, average operating performance has improved while average compensation has declined.

Summary

To summarize, I have considered the evidence for three common perceptions of U.S. corporate governance. The evidence is somewhat different from those perceptions. For example, while average CEO pay increased substantially through the 1990s, it has since declined. Indeed, CEO pay levels relative to other highly paid groups today are comparable both to their average level in the early 1990s...
and to their average level since the 1930s. And, the ratio of large company CEO pay to firm market value has remained roughly constant since 1960.

Furthermore, CEOs are typically paid for performance and penalized for poor performance. Finally, boards do monitor CEOs, and that monitoring appears to have increased over time. CEO tenures in the 2000s are lower than in the 1980s and 1990s, and CEO turnover is tied to poor stock performance.

In his 2012 work, Murphy concludes that executive compensation is affected by the interaction of a competitive market for talent, managerial power, and political factors. That conclusion is hard to disagree with. There have been corporate governance failures and pay outliers where managerial power surely has been exercised. And, CEO pay today is still extremely high relative to typical household income. At the same time, a meaningful part of CEO pay appears to have been driven by the market for talent. In recent decades, CEO pay is likely to have been affected by the same forces of technology and scale that have led to the general increase in incomes at the very top.

2 My talk addresses these perceptions. It is based on the more detailed treatment in my Executive Compensation and Corporate Governance in the U.S.: Perceptions, Facts and Challenges, Cato Papers in Public Policy, forthcoming. Two excellent and recent surveys, “Executive Compensation: Where we are, and how we got there”, Kevin J. Murphy, forthcoming in Handbook of the Economics of Finance; and G. Constantinides, M. Harris, and R. Stulz, eds., and “CEO Compensation”, C. Frydman and D. Jenter, Annual Review of Financial Economics, 2 (2010), pp. 75–102, provide broader analyses and summaries of corporate governance issues.
4 F. Peters and A. Wagner, “The Executive Turnover Risk Premium”, working paper, Swiss Finance Institute, 2012, which estimates this explicitly and finds that a 1 percent increase in turnover risk is associated with a 10 percent increase in pay.
10 I thank Carola Frydman for providing them.
13 See Kaplan and Minton, 2012, op. cit.
The Production of Scientific Ideas

Pierre Azoulay and Joshua Graff-Zivin*

There is considerable evidence that the advancement of science influences productivity in the private sector of the economy. Thus, policymakers typically believe that public investments in science are important for long-run economic growth. But how do new scientific ideas come about? Apocryphal stories of Archimedes’ eureka moment, or Newton’s otherworldly contemplation interrupted by the fall of an apple, would have us believe that luck is an essential feature. Of course, if luck is all that is necessary to produce breakthroughs, then there is little room for scholarship on the subject. If, on the other hand, scientific knowledge production depends upon individuals, institutions, and incentives, then economic research should play an important role in increasing our understanding in this area.

While the pioneering work of Zvi Griliches, the founding director of the NBER’s Productivity Program, set the stage for hundreds of subsequent empirical studies examining the diffusion of various technologies, comparatively little work has focused on the creation of the original technologies in the first place. This dearth of applied research on idea creation has not been for lack of interest but rather principally because of data limitations. As recently as 15 years ago, very little data were available to systematically study the scientific enterprise. Today, economists have at their disposal vast quantities of new data that allow them to link mentors and trainees, collaborators, and intellectual peers to characterize the production team. The data on papers, patents, and citations enable one to trace out the impact of individual bits of knowledge as they are incorporated into the research activities of other research teams, as well as within private sector firms. Together with methodological advances in the analysis of quasi-experimental data, we have begun to credibly characterize this production process, the conditions under which scientists collaborate to create new knowledge, and the benefits that follow.

One important theme that has emerged from the recent literature is the notion that an increased burden of knowledge because of an ever-expanding scientific frontier has led to greater scientific specialization, longer training periods, and to an increased propensity to collaborate.¹ This realization has cast a pall over the potential for ideas-based growth, because it implies that innovation is becoming more difficult over time.² Ultimately, whether this pessimism is warranted is an empirical question, which we are able to locate all of these scientists in geographic space, identify their ties through co-authorship and citation networks, and assess the extent to which they work on similar topics.

Our first study in this area focuses on the benefits of exposure to superstar talent derived from formal collaboration.⁴ The formation of collaborative teams is the result of a purposeful matching process, making it difficult to uncover the causal effect of collaboration on follow-on individual performance. To overcome the endogeneity of the collaboration decision, we use the quasi-experimental variation in the structure of co-authorship networks induced by the premature and sudden death of active superstar scientists. Our sample comprises 122 of these unfortunate events, and provides a unique opportunity to estimate the impact of the prominent members of scientific teams on their less-heralded collaborators when they work on other projects, as well as to

*Azoulay and Graff-Zivin are NBER Research Associates. Their Profiles appear later in this issue.
probe the mechanisms that undergird this influence. Our results show that upon losing a superstar collaborator in this way, scientists experience a long-lasting productivity decline, with a loss of 5 to 10 percent of their previous quality-adjusted publication output. Given the rich data we have gathered, we are also able to examine several competing explanations for this effect.

One view of the academic reward system provides the backdrop for a broad class of stories with a common thread: that collaborating with superstars deepens social connections, possibly making researchers more productive in ways that have little to do with scientific knowledge, such as connecting coauthors to funding resources, editorial goodwill, or potential coauthors. Yet, we find no differential impact on coauthors of stars well-connected to the NIH funding apparatus, on coauthors of stars more central in the collaboration network, or on former trainees. These findings do not jibe with explanations stressing the gate keeping role of eminent scientists.

Rather, the effects of superstar extinction appear to be driven by the loss of an irreplaceable source of ideas. We find that coauthors close to the star in intellectual space experience a sharper decline in output than coauthors who work on less related topics. Furthermore, the collaborators of stars whose work was heavily cited at the time of their death also undergo steeper decreases than collaborators of superstars who were less well known. Together, these results paint a picture of an invisible college of coauthors bound together by interests in a fairly specific scientific area, which suffers a permanent and reverberating intellectual loss when it loses its star.

This first paper focused on the effects of exposure to superstar talent through collaboration, but our second effort highlights geographic co-location as the channel of influence. We use as a source of variation the job transitions between distant institutions in our sample of elite scientists. There again, the challenges involved in establishing causality loom large, since scientists might choose to switch jobs at least in part based on the prospects of deeper interactions with colleagues or firms. We use a novel identification strategy that exploits labor mobility in a sample of 9,483 elite academic life scientists to examine impacts on the citation trajectories associated with individual articles (resp. patents) published (resp. granted) before the scientist moved to a new institution. This longitudinal contrast purges our estimates of most sources of omitted variable bias that can plague cross-sectional comparisons. However, the timing of mobility itself could be endogenous. To address this concern, we pair each moving scientist/article dyad (resp. scientist/patent dyad) with a carefully chosen control article or patent associated with a scientist who does not move to a new position. In addition to providing a very close match based on time-invariant characteristics, these controls share very similar citation trends prior to the mobility event. By analyzing the data at the matched-pair level of analysis, this simple difference-in-difference framework provides a flexible and non-parametric methodology for evaluating the effects of labor mobility on knowledge flows. Indeed, conditional on the assumption that the matching algorithm we employ successfully pairs articles and patents of comparable quality, we are able to present the findings in a straightforward, graphical form.

The results reveal a multifaceted story. We find that article-to-article citations from the scientists’ origin location are barely affected by their departure. In contrast, article-to-patent citations, and especially patent-to-patent citations, decline at the origin location following a superstar’s departure, suggesting that spillovers from academia to industry are not completely disembodied. We also find that article-to-article citations from scientists’ destination locations markedly increase after they move. To the extent that academic scientists do not internalize the effect of their location decisions on the circulation of ideas, our results raise the intriguing possibility that barriers to labor mobility in academic science limit the recombination of individual bits of knowledge, resulting in a diminished rate of scientific exploration.

We are currently extending our research in this area along two dimensions. The “superstar extinction” study left open the question of whether we would observe the same negative impact on non-coauthors working in the same field. Our next study aims to ascertain whether co-authorship is required in order to be a full-fledged member of the invisible college of scientists formed around the star while alive. This question is important because it provides a lens through which we can examine whether scientific ideas are accessible to any trained scientist — exemplars of the pure public goods described in our economic textbooks — or whether they should be thought of as at least partially excludable — as would be the case if career success all but required direct connections with the scientific elite.

Second, we revisit our earlier work on the effect of elite scientist mobility, but with a focus on the creation of new knowledge as opposed to the diffusion of preexisting knowledge. Using a novel software tool, we can identify the peers of individual scientists based solely on their shared intellectual interests as indicated by keywords that tag publications — without any reference to linkages through co-authorship or citation. This opens the door to a deeper understanding of the process through which scientists position themselves in “intellectual space,” and to the evolution of scientific fields over time.

Incentives for Scientific Exploration

A distinct but related part of our innovation research agenda is how scientists choose projects, and the extent to which funding systems shape these choices. In collaboration with Gustavo Manso from the University of California at Berkeley, we document that the features of incentive schemes embodied in the design of research contracts exert a profound influence on the subsequent development of breakthrough ideas.

In particular, we study the careers of researchers who can be funded through two very distinct mechanisms: investigator-initiated R01 grants from the NIH,
or support from the Howard Hughes Medical Institute (HHMI). HHMI, a non-profit medical research organization, plays a powerful role in advancing biomedical research and science education in the United States. It has also adopted practices that should provide strong incentives for breakthrough scientific discoveries: the award cycles are long (five years, and typically renewed at least once); the review process provides detailed, high-quality feedback to the researcher; and the program selects “people, not projects,” which allows for the quick reallocation of resources to new approaches when the initial ones are not fruitful. This stands in sharp contrast with the incentives offered to life scientists funded by the NIH. The typical R01 grant cycle lasts only three-to-five years, and renewal is not very forgiving of failure. Feedback on performance is limited in its depth and projects are funded based on clearly defined deliverables.

The contrast between the HHMI and NIH grant mechanisms naturally leads to the question of which incentives result in a higher rate of production of particularly valuable ideas. In the absence of a plausible source of exogenous variation for HHMI appointment, we estimate the treatment effect of the program by contrasting HHMI-funded scientists’ output with that of a carefully matched group of NIH-funded scientists who focus their research on the same subfields of the life sciences as HHMI investigators, and who received prestigious early career prizes.

Our results support the hypothesis that appropriately designed incentives stimulate exploration. In particular, we find that the effect of the HHMI program increases as we examine higher quantiles of the vintage-adjusted distribution of citations. Our preferred econometric estimates imply that the program increases overall publication output by 39 percent relative to early career prize winners; the magnitude jumps to 96 percent when we hone in on the number of publications in the top percentile of the citation distribution. Symmetrically, we also uncover robust evidence that HHMI-supported scientists “flop” more often than the control group: they publish 35 percent more articles that fail to clear the (vintage-adjusted) citation bar of their least well cited pre-appointment work. This suggests that the HHMI investigators are not simply stars on the rise who are anointed by the program, but rather they appear to place more risky scientific bets after their appointment.

These findings are important for at least two reasons. First, they demonstrate the impact of nuanced features of research contracts for the rate and direction of scientific progress. Given the prominent role that scientific change is presumed to play in the process of economic growth, this has important implications for the organization of public and private research institutions. Second, they offer empirical support for the theoretical model developed by Manso,7 and as such may provide insights relevant to a wider set of industries that rely on creative professionals, ranging from advertising and computer programming to leadership roles at the upper echelons of the corporate world. Many questions remain, and will constitute part of our research agenda going forward.