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Abstract

In the process of economic development economies grow through var-

ious regimes, each characterized by different demographic-economic

interactions. The changes in these interactions are key elements in

different explanations of the escape from Malthusian stagnation. We

employ time-varying vector autoregressions, an approach that allows

tracking this transition for England in the period between 1541 and

1870. The empirical findings suggest that the link between real wages

and population growth was at work until the 19th century. Further-

more, we document changes in the propagation mechanism from real

wages on population growth over time that feature prominently in Uni-

fied Growth Theory. Most remarkably, in contrast to earlier empirical

literature we find strong effects of income on mortality after the 1750s.
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1 Introduction

Economic growth as observed in modern industrialized societies is a relatively

new phenomenon. For most of history, economic development was stagnant,

with barely growing population figures and relatively stable real wages. Not

until the sectoral shift from agriculture to industry did this period of stasis

come to an end, marking the beginning of one of the most important events

in world economic history, the Industrial Revolution.

Thomas Robert Malthus provided an economic-demographic framework for

the period of stagnation that laid the foundation for the so-called “Malthu-

sian” theory (Malthus, 1798). The Malthusian framework can be understood

as a self-equilibrating system of population and economic activity in which

the population level is stable at a subsistence wage level. Three assumptions

are crucial to perpetuating the equilibrium. First, real wages are a decreasing

function of population due to the existence of a fixed factor land. In other

words, the production function exhibits decreasing returns to labor. Second,

fertility positively depends on real wages (preventive check); for instance,

increasing wages allow for a higher number of marriages. Third, mortality

negatively depends on real wages (positive check). A decrease in wages causes

malnutrition and deteriorating health conditions, leading to higher mortality

rates.

Devising a framework that includes the transition from a stagnant Malthu-

sian economy to a prosperous economy is the task of unified growth theory

(UGT).1 Many different aspects have been emphasized in the theory thus

far, including human capital, demography, technological progress, and the

influence of institutions. The prevalent explanations for the transition from

stagnation to growth stress the role of human capital accumulation, technol-

1An extensive overview can be found in Galor (2011). Recent contributions include
Jones (2001); Galor and Moav (2002); Hansen and Prescott (2002); Lucas (2002); Lagerlöf
(2003); Doepke (2004); Lagerlöf (2006); Doepke and Zilibotti (2008); Galor (2009). Other
related contributions that model only particular aspects of the transition include Tamura
(2002); Cervellati and Sunde (2005, 2006); Artzrouni and Komlos (1985); Komlos and
Artzrouni (1990) and Kremer (1993).
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ogy and population dynamics. In particular, according to Galor and Weil

(2000) population growth accelerates the rate of technological change, mak-

ing human capital more valuable. A virtuous cycle develops involving techno-

logical progress and human capital formation, as parents start to substitute

”quantity for quality”, reducing the number of children while increasing their

education. First, increasing income allows households to have more children;

later, the substitution effect dominates and fertility declines. Other studies

suggest several complementary mechanisms that additionally spur the pro-

cess of human capital formation through an increase in demand for human

capital. For instance, higher life expectancy (lower mortality) through medi-

cal technology increases the individuals’ ability to benefit from human capital

accumulation.2

If we take these theoretical considerations seriously, they have implications

for empirical analysis. The relationship between income and fertility - and

hence, the parameters involved - changes from positive to negative as the

economy evolves away from the Malthusian, through the post-Malthusian

regime to modern growth.3 Presumably, other linkages are also time-varying;

changes in the occupational structure, health environment, legal and social

environment affect the relationship between the demographic and economic

variables as transition takes place.4

In this paper, we add to the empirical literature by focusing on changes in

the interaction of demography and income during the initial phase of indus-

trialization.5 A vector autoregression (VAR) with time-varying coefficients

and stochastic volatilities, as described in Cogley and Sargent (2005) and

2See Galor (2011) for an overview. A discussion of unified growth theories and a
historical appraisal can be found in Mokyr and Voth (2007) and Broadberry (2007).

3See Galor (2005) for empirical evidence; see also Galor and Weil (1999); Galor and
Moav (2002) and Lagerlöf (2003).

4See also Kalemli-Ozcan (2002); Lagerlöf (2003); Voigtländer and Voth (2013) and
Voigtländer and Voth (2012).

5Note that in the literature on Malthus our real wage-fertility link is referred to as
“preventive check” and our real wage-mortality link as “positive check”.
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Primiceri (2005) is applied.6 Time-varying parameters reflect long-run de-

velopments like changes in the “quantity-quality” trade-off, whereas changing

variances account for variations in the size and nature of shocks (e.g. weather

or epidemics).7

The model is applied to English data on birth and death rates and on real

wages in the period from 1541 to 1870. This observation period captures

the transition from the Malthusian economy to an industrialized one. The

time-varying VAR analysis reveals that consistent with UGT the impact of

real wages on population growth is found to be positive over the whole sam-

ple. Interestingly, the real wage-fertility link was mainly driving population

growth until the Industrial Revolution, whereas the real wage-mortality link

was more important in the period after 1750. Even though, the former results

are roughly consistent with earlier findings, the latter results are in sharp con-

trast to the recent literature. As for the feedback effect of mortality on real

wages, we find an overall downward trend for the entire sample. Moreover,

the apparent decline in the volatility of the birth and death rate series is

confirmed by our stochastic volatility results. The evidence that mortality

reacted strongly to real wages during the initial phase of industrialization

is our most striking result. We propose an explanation that emphasizes the

increasing importance of wage dependence in conjunction with a change in

the epidemiological environment.8

Related Literature and Our Empirical Approach

In a cross-country study for the time period 1-1500 CE, Ashraf and Galor

(2008) find that technological improvements led to a higher population den-

6VAR models allow to solve the endogeneity problem by treating all variables as en-
dogenous. It also allows to identify shocks and hence to calculate dynamic causal effects,
e.g. Sims (1980).

7Lagerlöf (2003) assumes that human capital mitigates epidemic shocks, lowering the
variance of mortality as the level falls.

8Our results imply that the classical Malthusian diagram (Lee, 1973, p. 593), is ap-
propriately depicted by a rather horizontal wage-mortality schedule and an increasing
wage-fertility schedule.
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sity. They also find no effects of technological improvements on the standard

of living which leads them to conclude that the Malthusian mechanisms were

at work during this earlier period.9 By using time series data for England,

several complementary studies test the Malthusian framework for the time

period after 1540. Although the time series studies lack the cross-country

dimension, they allow to model the dynamic relations between the variables

more thoroughly. Lee and Anderson (2002) estimate a structural Malthu-

sian model that allows for some time-variation in the coefficients to analyze

data for the same period (1541 to 1870). Their results highlight a stronger

real wage-fertility than a real wage-mortality link. The negative feedback

effect of population on real wages has also been found to be weaker than

suggested in earlier studies. Nicolini (2007) uses VAR techniques focusing on

the short-run relationship between death and birth rates and real wages. For

the period from 1541 to 1840, he finds evidence that the real wage-mortality

link appeared only up until the 17th century, whereas the real wage-fertility

link disappeared before 1740. Crafts and Mills (2009) repeat the analysis

conducted by Lee and Anderson (2002) and Nicolini (2007), using a new real

wage series compiled by Clark (2005). They also come to the conclusion that

the Malthusian equilibrium did not exist in late pre-industrial England.10

The above mentioned studies clearly indicate changes in parameters and

variances as implied by UGT. Nicolini (2007) uses sub-samples to capture

the time variation in the parameters of his model. Lee and Anderson (2002)

recognize the importance of time variation. However, their approach ac-

counts only for long-run exogenous influences on mortality and fertility that

are independent of the wage channel.11 As discussed above, other develop-

ments that affect for instance the “quantity-quality” trade-off are also likely.

Hence, our approach treats all parameters as time dependent while retain-

9Kelly and Ó Gráda (2010) present evidence that in the 13th century the effect of bad
harvests on mortality was strong for all strata of society (unfree tenants and nobility).

10Nicolini even asserts that “perhaps the world before Malthus was not so Malthusian
after all” (Nicolini, 2007, p. 116).

11They model the intercept terms of the equations that describe the relationship between
fertility, mortality and real wages as random walks in their state-space model. However,
the crucial parameters connecting birth rates and death rates to wages are constant.

5



ing the non-restrictive VAR structure of Nicolini.12 The transition from the

Malthusian to an industrialized economy is modeled exploiting the informa-

tion included in the whole sample. Hence, a to some degree arbitrary sample

split is not necessary as the time-varying coefficients capture continuously

the changes in the propagation mechanism. The time-varying variances cap-

ture the change in the impact and nature of the shocks, allowing us to model

the apparent decline in volatility (Figure 1).

The rest of the paper is structured as follows. The next section introduces

the time-varying VAR model and describes the estimation approach. Section

3 discusses the data used. Our prior assumptions are revealed in Section 4.

The results are presented in Section 5 followed by a discussion of the model

and the prior assumptions at play. Finally, Section 6 offers some concluding

remarks.

2 Time-Varying Vector Autoregression

The following section describes the model proposed by Primiceri (2005),

which is closely related to that of Cogley and Sargent (2005). The model al-

lows for time-varying coefficients and volatilities, thereby providing extreme

flexibility in tandem with a parsimonious specification.

2.1 Model Setup

Consider the following VAR model with time-varying coefficients and stochas-

tic volatilities

yt = Ctxt +

p∑
j=1

Aj,tyt−j + ut, (1)

12The model of Lee and Anderson (2002) is restrictive in the sense that, for example
the structural model lacks a direct link between mortality and fertility as emphasized by
Kalemli-Ozcan (2002). There is only an indirect channel through population.
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where yt is a n × 1 vector of endogenous time series, Ct is a time-varying

n × z matrix of parameters including a constant, xt is a z × 1 vector of

exogenous variables and Aj,t are p time-varying n × n parameter matrices.13

Rewriting the model in matrix form yields

yt =
(
Ct A1,t ... Ap,t

)


xt

yt−1
...

yt−p

+ ut,

yt = AtZt−1 + ut.

(2)

Vectorizing both sides gives

yt = (Z′t−1 ⊗ In)at + ut, (3)

where at = vec[Ct A1,t ... Ap,t].
14 The errors ut are assumed to be normally

distributed with zero mean and time-varying covariance matrix Ωt. The error

term is structured as follows

ut = B−1t Σtεt,

where Bt is a lower triangular matrix with ones on the main diagonal, Σt is

a diagonal matrix, and εt is assumed to be distributed as standard normal

Bt =


1 0 · · · 0

b21,t 1
. . .

...
...

. . . . . . 0

bn1,t . . . bn(n−1),t 1

 and Σt =


σ1,t 0 · · · 0

0 σ2,t
. . .

...
...

. . . . . . 0

0 . . . 0 σn,t

 .

13The following notation is used throughout: subscripts denote period t values of a
variable (or vector of variables), and superscripts denote the history of a variable (or
vector of variables) up to time t, e.g. dt = [d1 d2 ... dt].

14Note that, in contrast to Primiceri (2005), the matrix is vectorized along the column
dimension.
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The vectors bt = [b21,t, (b31,t b32,t), ..., (bn1,t ... bn(n−1),t)]
′ are the equation-

wise stacked free parameters of Bt, and ht = log(diag(Σt)). The laws of

motion for the parameters are assumed to be independent random walks,

at = at−1 + νt,

bt = bt−1 + ζt,

ht = ht−1 + ηt.

(4)

Because we are focusing on permanent changes to the parameters, mean re-

verting processes like stable autoregressive processes are not well suited to

our research. Clearly, other even more flexible processes with a unit root

could be applied that imply the same permanency of parameter changes.15

However, the conventional random walk assumption proved to be sufficiently

flexible; we exploit the prior to control the smoothness of the stochastic pro-

cesses by influencing their variances (Section 5.7.3).

The variance-covariance matrix of the innovations is block diagonal
εt

νt

ζt

ηt

 ∼ N(0,V),V =


In 0 0 0

0 Q 0 0

0 0 S 0

0 0 0 W

 . (5)

For simplicity’s sake, it is assumed that matrix S is also block-diagonal with

respect to the parameter blocks for each equation.16

2.2 Estimation

Estimating a time-varying VAR model is challenging due to its high com-

plexity and nonlinearities, which can potentially cause multiple peaks in low

15An example is an AR(2) process with a unit root that would involve the estimation
of one additional parameter. The I(1) and I(2) processes are special cases of this more
general process.

16See Primiceri (2005) for a discussion about relaxing this assumption.
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probability regions of the likelihood.17 Classical estimation procedures have

difficulties to cope with these problems. They lack the possibilities to rule

out certain unreasonable regions of the parameter space sometimes suggested

by the statistical model. In addition the multi-dimensional numerical maxi-

mization of the likelihood function can be problematic.

The Bayesian framework, however, provides the necessary tools to tackle

these issues efficiently; for example, inadequate regions of the parameter

space (e.g., regions implying highly explosive behavior) can be down-weighted

using prior distributions. Following Cogley and Sargent (2005, 2001), Prim-

iceri (2005) and Del Negro and Primiceri (2013), we adopt a Bayesian ap-

proach and employ Markov Chain Monte Carlo (MCMC) methods to esti-

mate the time-varying VAR model. Applying the Gibbs sampling algorithm,

a special MCMC method, allows one to split the estimation procedure for

the high-dimensional model into smaller pieces that are easier to handle.18

Appendix A.1 explains the general concept and provides details of the Gibbs

sampling algorithm used.

3 Data

For the empirical analysis, we use well-known annual data (1541–1870) on

crude birth and death rates19 and a real wage index. The demographic vari-

ables were compiled by Wrigley and Schofield (1981) and the laborer wage

series is taken from Allen (2001).20 The raw data series are displayed in

Figure 1.

The structural VAR approach usually has the disadvantage that the empirical

results may depend on the ordering of the variables in the system due to the

17See Primiceri (2005) for a more thorough discussion of these problems.
18The programs used to estimate the model were written by Ulrich Woitek and the

authors in Matlab.
19The conventional unit is the number of births (deaths) per one thousand people.
20We also used an alternative real wage series, see Section 5.7.4.
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Figure 1: Demographic and Economic Data Series: 1541 to 1870
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recursive identification scheme. Fortunately, this same identification strategy

fits very well in our setting because the ordering of the demographic variables

is predetermined by biology (Nicolini, 2007). The time interval between the

decision to have a child and conception is on average over seven months

(Bongaarts, 1978). Adding this interval to the nine months of pregnancy, we

can see that the endogenous reaction of the birth rate is delayed by over a

year. Assuming that wages affect mortality rather slowly through nutritional

status, it is also more likely that real wages can react faster to population

changes, than mortality reacts to wage changes. Death shocks affect the

labor supply per definition instantaneously when at least some members of

the working population are affected.21 As a result, it is safe for us to order

21See Lee and Anderson (2002, p. 210) for evidence on a significant positive instanta-
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the crude birth rate first, the crude death rate second, and the real wage

last.22 This also allows us to compare our results to those of Nicolini (2007)

and Reichmuth (2008), who use the same ordering. Thus, the following data

vector is used for the VAR

yt = [CBRt, CDRt, wt]
′,

where CBR denotes the crude birth rate, CDR the crude death rate, and w

the log of the real wage.

4 Priors and Model Specification

To find some of the prior parameters we use a sample from the beginning of

the observation period (1541–1600) as applied by Cogley and Sargent (2005)

and Primiceri (2005). We estimate a time-invariant VAR model using ordi-

nary least squares (OLS) and use the point estimates to calibrate some of

the prior distributions. Because the crude death series contains some spikes

caused primarily by epidemics and wars in the initial sample, we used dum-

mies to account for these. Given the high dimensionality of the model the

priors are by construction informative. However, the priors are chosen in

such a way that they are as diffuse as possible.

neous effect of population changes on wages and an insignificant contemporaneous impact
of wages on mortality.

22Reordering crude death rates and real wages does not affect our principal findings.
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The prior choices can be summarized as follows.

a0 ∼ N(âOLS, 4 V ar(âOLS))

b0 ∼ N(b̂OLS, k2b I3)

logσ0 ∼ N(logσOLS, kh In)

Q ∼ IW (k2Q V ar(âOLS), TQ)

W ∼ IW (k2W In, TW )

S1 ∼ IW (k2S I1, TS1)

S2 ∼ IW (k2S I2, TS2)

(6)

where ki for i = b, h,Q,W, S are the usual scaling factors that are set to 0.01.

The shape parameters Tj are set to dim(j) + 2 for j = Q,W, S1, S2.

Bayesian model selection based on posterior odds ratios strongly suggests

a time-varying model with 4 lags. This lag length is also often used for time

invariant models. We will conduct a detailed discussion of prior and model

choice and a sensitivity analysis of the results in Section 5.7.

5 Empirical Results

The Gibbs sampling algorithm described in Primiceri (2005) is used to gen-

erate 100,000 draws from the posterior, with the first 80,000 discarded as

burn-in. To ensure convergence we conduct several tests, some visual and

others numerical. All convergence diagnostics were satisfactory.23

In the following, we present the empirical results. The time variation in the

variances is discussed first. Then, the three implications of the Malthusian

23We repeatedly started from different overdispersed starting values and experimented
with different numbers of draws. We also looked at traceplots, running mean plots, and
autocorrelations at various lags and calculated Geweke’s χ2 test (e.g. Geweke, 1999). The
traceplots, running mean plots, and the detailed numerical convergence diagnostics are
available on request. The statistical tests were calculated using Matlab code provided by
James P. LeSage.
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model are explored using impulse response analysis. We track how the real

wage-fertility/mortality link and the reaction of wages to population changes

evolved in the period from 1601 to 1870.24 Unlike earlier researchers, we do

not have to rely on sub-samples because our approach enables the computa-

tion of impulse responses for each year.

5.1 Declining Volatilities

We begin our analysis by investigating the estimated volatilities. The poste-

rior means for the standard deviations of the structural shocks in the period

from 1601 to 1870 are displayed in Figure 2.25 A clear decrease in all vari-

ances is visible over the centuries but is most pronounced in the mortality

series and least pronounced in the real wage series. Moreover, the estimated

volatilities clearly capture changes in the nature and severity of shocks.

The results are similar to those observed by Wrigley and Schofield (1981).

According to these authors, the amplitude of decadal fluctuations around a

25-year moving average in the demographic series declined over time, and

variations in the mortality series were always more pronounced than those in

the fertility series (Wrigley and Schofield, 1981, pp. 313-320).26 Moreover,

it is well known that major surges in mortality due to epidemic diseases or

starvation ceased to occur.

Presumably, the quality of the historical series deteriorates as it goes back in

time.27 One more advantage of our econometric framework is that changes in

24Note that due to the beginning of civil registration the demographic data is differently
constructed after 1837 (see, Wrigley and Schofield, 1981, p. 3–4, pp. 130–135). We have
estimated the model with the shorter sample 1541–1837. The main findings are robust to
this truncation.

25A comparison of posterior and prior means is depicted in Figure 10 in Appendix B.
It can be seen that the prior is updated by information in the observed data.

26The declining volatility was also noted by Bailey and Chambers (1993), Nicolini (2007),
and Reichmuth (2008).

27For instance, due to the back projection method used by Wrigley and Schofield (1981).
See, for instance Lindert (1983), Razzell (1994), and Woods (2000) for a more detailed
discussion of the Wrigley/Schofield data series.
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the quality of the data can be captured by the time variation in the variances.

Hence, part of the observed decrease in variance could also be attributed to

a decrease in measurement error.

Figure 2: Estimated Volatilities
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Notes: The graph shows posterior means of the estimated standard deviation of the struc-

tural shocks. For clearer presentation the standard deviation of the real wage shock was

rescaled by a factor of 10.

5.2 The Real Wage-Fertility Link

First, we turn to the reaction of fertility to exogenous changes in the wage

rate. Figure 3 shows the posterior means of the impulse responses of the

crude birth rate to real wage shocks over time. Each graph displays the im-

pulse response to a wage shock after a specific number of years, calculated

for each decade from 1601 to 1870. To be able to see only the changes in

the propagation mechanism, we calculate the impulse responses in all time

periods to the same shock set to one standard deviation of the underlying

14



Figure 3: Response of CBR to a Wage Shock, 1601-1870.
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Notes: Posterior means of the impulse response to standardized real wage shock after a

specified number of years for each decade from 1601 to 1870. The gray (dark gray) area

indicates the 5th (16th) and 95th (84th) percentiles of the impulse responses.

data series. The upper-left graph depicts the instantaneous responses of the

birth rate to a wage shock. The impulse responses at impact are equal to

zero for all time periods, which follows directly from our identification strat-

egy. However, this changes in the first year after the shock. The graph in

the upper middle panel clearly reveals a positive effect of a wage shock on

fertility for all time periods. The impulse responses are hump-shaped in each

decade and come back to zero after about three years.28

28See Figure 9 in the appendix for the more conventional depiction of impulse responses
over different horizons for some specific years.
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Figure 4: Forecast Error Variance Decompositions, 1601-1870.
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Notes: Means of forecast error variance decompositions for each decade from 1601 to

1870. The gray (dark gray) area indicates the 5th (16th) and 95th (84th) percentiles of

the variance decompositions.

Helping us to assess the importance of real wage shocks on fertility, the up-

permost panel of Figure 4 shows the contribution of real wage shocks to the

forecast error variance of birth rates for each decade from 1601 to 1870. Note

that forecast error variance decompositions can be interpreted as partial R2s

for each forecast horizon.29 The figure reveals that the wage shock explains

a roughly constant fraction of forecast error variance of fertility throughout

the sample. The posterior mean share of explained variance slightly oscil-

29Note that to evaluate the contributions of shocks to the unconditional variance the
forecast horizon is set to infinity.
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lates between 10 to 20 percent reaching its low point around 1800. Nicolini

(2007) finds an increasing contribution of real wage shocks over time in his

subsamples.

Like Wrigley and Schofield (1981), Lee (1981), Galloway (1988), and Bai-

ley and Chambers (1993) we find a positive relation between real wages

and fertility. However, while the forecast error variance decompositions are

almost time-invariant, the impulse responses of fertility to a real wage inno-

vations change over time. This is similar to the findings of Nicolini (2007),

and Crafts and Mills (2009), where the real wage-fertility link is also found

to be unstable over time.30

Apart from affecting fertility through nutrition, frequency of intercourse, and

proportion of anovulatory menstrual cycles, the positive effect of real wages

on fertility mainly acted via an increase in marriages (Wrigley and Schofield,

1981, Chapter 8).31 Interestingly, the strongest change in the dynamics of

the income-fertility relationship starts with the breakdown of the European

Marriage Pattern (EMP) at the beginning of the 18th century, which com-

bined late marriage or celibacy with unrestricted fertility within marriage

Hajnal (1965).32 As a result, fertility increased due to the occurrence of ear-

lier marriage in the 18th century (Wrigley et al., 1997). In this particular

period, fertility was starting to become detached from variations in wages as

suggested by UGT.33

30When using disaggregated data from the 404 parishes of Wrigley and Schofield (1981),
Kelly and Ó Gráda (2011) find that a correlation between real wages and fertility up until
the early 18th century that diminished thereafter.

31See also (Clark, 2007a, Chapter 4). However, Lee (1975) cannot find supporting
evidence.

32Postponing or eschewing marriage could limit fertility to less than half the biological
maximum Clark (2007a). Voigtländer and Voth (2013, 2009) explain the formation of the
EMP as an endogenous response to a large income shock caused by the Black Death, which
caused a major change in the structure of agricultural production from “corn to horn”
resulting in more employment opportunities for women as servants in animal husbandry.

33Voigtländer and Voth (2013) also argue that the vanishing of late marriage might be
explained by the decline in employment opportunities for women in husbandry.
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Figure 5: Response of CDR to a Wage Shock, 1601-1870.
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Notes: Posterior means of the impulse response to a standardized real wage shock after a

specified number of years for each decade from 1601 to 1870. The gray (dark gray) area

indicates the 5th (16th) and 95th (84th) percentiles of the impulse responses.

5.3 The Real Wage-Mortality Link

Figure 5 shows the impact of real wage shocks on mortality (See also 9 in

the appendix). We find that mortality reacts negatively to a real wage shock

throughout the entire sample. However, we observe an interesting change in

the dynamics over the centuries. At higher forecast horizons we can see also

some probability for the existence of a rebound effect. A period of unusually

high mortality is followed by a period of lower mortality if the weakest indi-

viduals have perished in the initial wave (Lee and Anderson, 2002, p. 212).

However, this rebound effect vanishes over time and the negative effect of
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real wages on mortality becomes more pronounced and persistent over time.

Thus, a clear Malthusian positive check enters the stage after 1750. While

some probability exists that the impact of real wages on mortality was of

modest size, if at all present, in the beginning of the sample, it becomes

stronger in the mid-18th century, reaching a trough in 1840. The effects

decay slowly and are still active after twelve years (see the second row of

Figure 5). This implies a relatively persistent effects of a real wage shock.

The second row of Figure 4 displays the corresponding contribution to the

forecast error variance of mortality. As we can see, the fraction of the vari-

ance of mortality explained by innovations in real wages is small until the

18th century. After 1800, the whole probability distribution shifts massively

upwards, pushing the mean explained variance to around above 40 percent

by the mid-19th century.

The findings up until 1750 are mostly in agreement with the empirical Malthus

literature. The evidence predominantly does not support a link between real

wages and mortality during that time.34 However, the results for the period

after 1750 differ from the rest of the recent literature: neither Nicolini (2007)

and Crafts and Mills (2009) nor Lee and Anderson (2002) identify a negative

link between real wages and mortality for this period. The same is true for

Wrigley and Schofield (1981) and Lee (1981) who find that the a negative

relation between real wages and crude death rates disappeared sometime in

the early 17th century. We find strong effects after 1750 that even increase

in importance afterwards. Astonishingly, we find the strongest relationship

between real wages and mortality for the period from 1750 to 1870, when

one is commonly supposed not to have been present.

The emergence of a strong real wage-mortality link during the initial phase of

the Industrial Revolution can be explained by the rapid structural changes

34Nicolini (2007) and Crafts and Mills (2009) find supportive evidence up until 1640.
They also do not necessarily contradict the results of Lee and Anderson (2002) and Møller
and Sharp (2008), who find only minor or insignificant results for the positive check. Note
that Møller and Sharp (2008) focus on the period from 1560 to 1760, whereas Nicolini
(2007) uses data covering the period from 1541 to 1840.
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in the economy that occurred during that period. One result of the shift

from the primary to the secondary sector was that the share of wage earners

in the labor force increased. The agricultural share of labor decreased from

35 percent in 1801 to 22 percent in 1851, whereas the industrial labor share

increased from 29 percent to 42 percent.35 Hence, people could no longer rely

on subsistence farming during times of hardship.36 Not only did a shift from

agriculture to manufacturing occur but also the structure of agriculture it-

self changed. The major change in agriculture was that large scale capitalist

farms that used wage-dependent labor replaced peasant cultivators (Allen,

2004, 2009). Moreover, families started to depend more and more on the

earnings of more erratically employed fathers as female earning opportuni-

ties declined as industrialization spread (Allen, 2004). The process of rapid

growth of industrial areas was also accompanied by urbanization and the

corresponding side effects, such as overcrowding, an increase in crime, inade-

quate access to sanitation and other infrastructure, inadequate access to safe

water and poor-quality working-class housing.37 At the same time, diseases

where the outcome depends on nutritional status (e.g. measles, typhoid fever)

35See Deane and Cole (1969, p. 143). The share of the agricultural sector’s contribution
to the total output was almost halved from 1790 to 1850, decreasing from around 40
percent to 21 percent, whereas the share of the industrial sector’s contribution almost
doubled, from around 21 percent in 1790 to 35 percent in 1850 (Mitchell, 2003, p. 934).

36In contrast, Galloway (1988) finds in a cross-country study of prices and mortality
a positive correlation between the share of population employed in agriculture and the
mortality-prices link.

37Note that the Wrigley and Schofield parish data do not include London as the authors
supposed that the high turnover in its population precluded reconstitution (Wrigley and
Schofield, 1981, p. 6). Therefore, we cannot simply assume that the aggregate data reflects
the data for the urban center of England. Moreover, Kelly and Ó Gráda (2010) find no
impact of wages on mortality for a subsample from 1750–1800 using a distributed lag
model for only London. They explain the disappearance of the Malthusian positive check
by the systematic introduction of poor relief during this period. However, when inflating
the data to national frequency the data was adjusted to account for London (Wrigley
and Schofield, 1981, pp. 77–88). We also used the bills of mortality data (taken from
Hull, ed (1986), Wrigley and Schofield, p. 79 and Marshall (1832), p. 67) and looked
for correlations between the aggregate data and the London (corrected and uncorrected)
data. We found significant correlations ranging from 0.8 to 0.9 for Burials/Deaths and
0.5 to 0.71 for Baptisms/Births. Overall, the claim by Wrigley-Schofield that “In general,
years of heavy mortality outside London found some reflection within the capital” cannot
be rejected (Wrigley and Schofield, 1981, p. 83). Still, every interpretation concerning the
effects of urbanization has to be taken with the necessary precaution.
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became relatively more important as highly virulent nutrition independent

epidemics like plague and smallpox became less frequent (Antonovsky, 1967;

Bengtsson and van Poppel, 2011).

The increasing importance of wage-related income as a result of the sectoral

shift and structural changes in the economy in combination with changes in

the epidemiological environment provide a possible explanation for the in-

tensification of the relationship between real wages and mortality during the

period from 1750 to 1850. When examining disaggregated data from the 404

parishes of Wrigley and Schofield, Kelly and Ó Gráda (2010) find a nega-

tive correlation between real wages and mortality in parishes which had the

highest share of manufacturing during the period from 1750 to 1800. Inter-

estingly, the relative importance of the manufacturing sector made no major

difference during the earlier period from 1700 to 1750. In this subsample,

the strength of the correlation between real wages and mortality was found

to be strong in most parishes.

How the standard of living and inequality evolved during the industrial rev-

olution is a very contentious issue because different indicators give different

answers depending on the specific environment and time under considera-

tion; see, e.g. Hobsbawm (1962, Chapter 11), Lindert (1994, Chapter 14),

and Voth (2004, Chapter 10). However, our estimates are in agreement with

the evidence found in the biological standard-of-living literature, in which

human stature is used to measure economic status. This proxy measure de-

clines in the early stages of the industrial revolution.38 Komlos (1998) refers

to this phenomenon as the “early industrial growth puzzle”.39

38See, e.g. Komlos (1993, 1998), Nicholas and Steckel (1991), Johnson and Nicholas
(1995), and Floud et al. (1990). A critical discussion can be found in Bodenhorn et al.
(2013).

39He concludes that “The human organism did not always thrive as well in its newly cre-
ated socioeconomic environment as one might be led to believe on the basis of purchasing
power at the aggregate level” (Komlos, 1998, p. 793).
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Figure 6: Real Wage-Population Growth Link, selected years.
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Notes: Posterior means of the impulse response to a standardized real wage shock. The

gray area (dark gray) area indicates the 5th (16th) and 95th (84th) percentiles of the

impulse responses.

5.4 The Real Wage-Population Growth Link

One major stylized fact modeled in Unified Growth Theories is that popula-

tion growth increases in income up until the Post-Malthusian regime (Galor,

2011, Chapter 2). To gain insights into the real wage-population growth link,

we combine the effects of real wages on mortality and fertility (see Figure 6).

Before 1750 the impact of wages on mortality is rather unclear and popula-

tion growth was rather driven by fertility. However, during the early phase

22



of industrialization the effect of wages on mortality starts to become more

important. Thus, while the propagation mechanism of real wage shocks on

population growth varied over time, the real wage-population growth link

was always positive. When parents utility is defined over the number of sur-

viving children population growth can be driven by either a rise in fertility

or a decline in mortality.40

5.5 Long-Run Values

At first, our findings may seem surprising. In a period in which mortality was

decreasing and living standards were supposedly rising, we find that real wage

shocks impacted stronger then ever before on mortality. To interpret these

results in the right way, we have to consider that more pronounced impulse

responses of mortality to a real wage innovations do not imply a high level

of mortality or a low level of real wages per se. Instead, it indicates a strong

reaction of mortality to exogenous real wage changes. The implied long-term

values can be inferred from the infinite moving-average representation of the

model for each point in time:41

yt = µt +
∞∑
i=0

Ct,iεt−i,

where Ci,t represents the impulse response matrices. Any changes in the

level of the variables will be captured by changes in the constant µt, which

reflects the long-run equilibrium levels of the variables. Figure 7 shows the

median of these levels. As can be seen, the inferred long-run values do

indeed imply a decline in mortality and an increase in real wages after 1800.

Thus, a strong real wage-mortality link does not necessarily imply that the

level of mortality is very high, but that some change in the structure of

40We thank an associate editor for pointing this out.

41Note that Ct,i = JAi
t,0J
′B−1Σ and µt = J(I − At,0)−1


ct
0
...
0

, where At,0 is the

companion matrix and J = [In 0, ..., 0].
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the economy (the transmission mechanism) made the population on average

more susceptible to wage changes. The figure shows nicely how England

was trapped in the Malthusian straitjacket up until the middle of the 18th

century. Then the transition began; population growth accelerated, and the

decrease in mortality was more pronounced than the increase in fertility.

Equilibrium real wages also started to rise.

Figure 7: Implied Long-Run Values for Vital Rates and Real Wages, 1601–
1870.
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Figure 8: Response of real wage to a CDR shock, 1601-1870.
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to the death rate after a specified number of years for each decade from 1601 to 1870. The

gray (dark gray) area indicate the 5th (16th) and 95th (84th) percentiles of the impulse

responses.

5.6 The Feedback Effect

We next consider the feedback effect of population on wages. Malthusian

theory predicts that real wages should decline with population increases.42

Figure 8 depicts the effect death rates on real wages. Based on the impact

of a mortality shock at impact (after 0 years), an increase in real wages can

be observed in the beginning of the 17th century. Around the time of the

42Due to the higher dimensionality of the resulting system and identification problems
we could not include population in our framework. See Lee (1987, 1993), and Lee and
Anderson (2002) for an analysis of the direct link between population and wages.
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English Civil War (1642-1651), the feedback effect is most pronounced, Af-

terwards, while there is some probability for the existence of the feedback

effect up to 1770, after which the dynamics change fundamentally and no

evidence for the existence can be found any more. A similar pattern is evi-

dent in the lower panel of Figure 4, which depicts the forecast error variance

decompositions. While the explanatory power of the mortality shocks can be

rather high (up to 60 percent) in the 17th century, it is smaller afterwards.

After 1750 when there is clearly no evidence for a Malthusian feedback effect

any more the explained variance increases again slightly.

Thus, the results provide some evidence that there was a positive effect of a

smaller labor force on the real wage rate (e.g. Lee, 1973; Lee and Anderson,

2002) at least during the time up until mid eighteenth century. This early

breakdown is also consistent with the findings of Nicolini (2007). Neverthe-

less, even in the beginning of the sample the zero line is often included.

Some caveats should be noted in conjunction with the interpretation of these

results. Although an increase in the death rate reduces the population, it

does not necessarily imply that the workforce is also decreasing. Perhaps

only infant mortality is increasing, in which case there will be a very delayed

impact on the labor supply. Furthermore, due to shifts in women’s partic-

ipation rates or migration, the relevant labor supply may stay constant or

even increase causing a change in the sign of the impulse response from the

late 18th century onward.

5.7 Discussion of Prior and Model Assumptions

In the following, we discuss our prior choice and lag specification.

5.7.1 Model Selection

To choose the appropriate lag specification for the time varying model, we use

Bayesian model selection procedures. The time-varying VAR was estimated
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Table 1: Log posterior odds ratios for different lag order

p1 p2 p3 p4

p1 0 837 -893 -2049
p2 -837 0 -1730 -2886
p3 893 1730 0 -1156
p4 2049 2886 1156 0

The element in row i and column j represents the

log posterior odds ratio of model pi over model pj .

for the lag lengths p = 1 up to p = 4. More specifically, we have computed the

posterior odds ratio between two competing models.43 From the comparison

of the four competing model specifications the model with a lag length of 4

performed best in terms of its out of sample fit. Hence, the posterior odds

strongly suggests to use p = 4 model.

5.7.2 Initial Sample

Because the crude death series contains some spikes, we made sure that our

results were not influenced by potential outliers in the initial sample. We

estimated various time invariant VAR models to calibrate the prior distribu-

tions. To cope with potential outliers caused primarily by epidemics and wars

we used two alternative strategies. First, a dummy variable that is based on

mortality crises as defined in Wrigley and Schofield (1981, p. 334) was used.44

We also discarded the period with extreme observations and used the period

from 1562–1600 instead. Using different priors elicited from the various spec-

ifications of the time invariant model did not change the impulse responses

and forecast error variance decompositions of the time varying model sub-

43The posterior odds ratios were calculated using the approach described in Chib (1995).
Note that the Schwarz criterion gives a rough approximation of the posterior odds ratio
with ex-ante equally likely models.

44The dummy is active either as 3 star crisis dummy: 1557, 1558, 1559, 1625, 1638,
1639, 1658, 1665, 1681, 1727, 1728, 1729, 1730, 1742; or as 3 and 2 star crisis dummy:
1545, 1546, 1557, 1558, 1559, 1588, 1593, 1597, 1603, 1624, 1625, 1638, 1639, 1643, 1657,
1658, 1665, 1681, 1727, 1728, 1729, 1730, 1742, 1762, 1763.
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stantially. All estimated specifications allow the same conclusions.45

Increasing the variance of a0 by a factor of one hundred and the variance of

b0 by factor of one thousand hence giving them less weight in the posterior

did also not change the results.

5.7.3 The Choice of ki, for i = Q,W, S

As has already been noted by Primiceri (2005), the choice of the values for

ki for i = Q,W, S can be crucial to the results. These values reflect prior

beliefs about the amount of time variation in the parameters.46 For instance,

even a small value of 0.001 for kQ implies an average cumulative change of

341 percent for the elements of at over the sample period. Hence our choice

is a prior that does not particularly punish time variation of the parameters

as it implies 100 times more time variation. For prior parameters favoring

too much time variation, the model produces impulse responses that are ex-

plosive and have counterintuitive signs (Primiceri, 2005, pp. 841-843). We

generated 1000 artificial data sets for kQ ∈ {0.001, 0.01, 0.1}, and we com-

pared the implied number of explosives draws. When increasing kQ from 0.01

to 0.1 the share of explosive draws increased from 4 percent to 98 percent

making meaningful estimation impossible.

The k parameters were hence calibrated to values that avoid explosive be-

havior for the demographic variables, while still allowing for as much time

variation as possible. The main conclusion remains unchanged when kS and

kW were set to 0.1.

A comparison of the prior with the posterior distributions of the traces of

Q, W, and S can be found in Figure 11 in Appendix B.

45The results for the time-invariant models and corresponding time-varying models are
available upon request.

46However, the prior choice for the covariance matrices is rather uninformative. Note
that the degrees of freedom parameters determine the weight in the posterior. Loosely
speaking we can think of an additional number of observations equal to the degrees of
freedom.
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5.7.4 Alternative Real Wage Series

We also used an alternative real wage series that was provided in Clark

(2007b) which is based on English farm workers. The time series constructed

in Clark (2007b) and the one constructed in Allen (2001) mainly differ in the

period after 1800. While the Clark series implies a more optimistic view of

the period of the Industrial Revolution, the Allen series is rather pessimistic.

However, our main conclusions are similar when using the Clark real wage

series.

When using the real wage series constructed by Clark (2007b) we find similar

patterns. In the benchmark specification, the real wage-fertility link is, ac-

cording to the forecast error variance decompositions, present throughout the

whole sample (see Figure 13 in Appendix D). Similar to the results obtained

with the Allen series, the impulse responses change over time (see Figure 12

in Appendix D). However, the changes we observe using the Clark series are

much more gradual.

Regarding the real wage-mortality link, the impulse responses show that

the real wage-mortality link was already present during the 17th century.

However, the forecast error variance decompositions imply again that the

explanatory power of real wage shocks is negligible up until mid 18th cen-

tury. Similar to the results obtained using the Allen series the link between

mortality and real wages strengthened during the 18th and 19th century (see

Figure 13 in Appendix D). With the exception that the transformation with

the Clark series reaches its peak already earlier.
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6 Conclusion

“Here, ...., one of the most important advantages of the availabil-

ity of long runs of data lay in the opportunity they afforded to

go beyond the discovery of general relationships between two or

more variables to a study of how the relationship changed over

time.” (Wrigley and Schofield, 1981, p. 9)

This paper has documented the changes in the interaction between vital rates

and real wages during the period from 1541 to 1870 in England. The time-

varying VAR approach takes into account the endogeneity of the variables

and the drifts and volatilities contained in the data. Hence, we are able to

show how secular changes affect the interaction between mortality/fertility

and real wages over this time period.

The results underline the importance of time variation. We confirm the

apparent changes in the volatility of the birth and death rate series by cal-

culating the stochastic volatilities. We find considerable changes in the real

wage-fertility and real wage-mortality linkages over time.

How do the empirical results relate to Unified Growth Theory? One of the

main assumptions of UGT is that a rise in income translates into higher pop-

ulation growth before the demographic transition. This is clearly supported

by our findings. When decomposing the effect of real wages on population

growth into effects on mortality and fertility we find that before 1750 the

impact of wages on mortality is negligible and population growth is rather

driven by fertility. However, this changes in the initial phase of the industri-

alization when the effect of wages on mortality becomes more important. For

the Malthusian model also the negative feedback loop of population on in-

come is important. We also provide some evidence that the ‘iron law’ started

to crumble after 1750.

Although our findings are mostly consistent with the findings present in the

previous empirical literature, there is one major exception. The evidence
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that mortality reacted most strongly to real wages during the initial phase of

industrialization. This result indicates a substantially different relationship

between real wages and mortality during the period of industrialization than

has been indicated by previous econometric studies. However, this finding

is consistent with historical evidence and with the findings of the biological

standard-of-living literature.

That a substantial real wage-mortality link emerged during the time of tran-

sition when living standards were rising and mortality was decreasing is a fas-

cinating finding. One interesting question is whether this is only a reflection

of the sectoral change taking place during that time or if the strengthening

of the real wage-mortality link could also reflect an underlying cause for the

transition. This question is left open for future research.
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A Appendix

A.1 The Gibbs Sampling Procedure

The main objective of Bayesian econometrics is to characterize properties

of posterior distributions. The Gibbs sampler (Geman and Geman, 1984;

Gelfand and Smith, 1990) allows one to generate draws from posterior distri-

butions, even when the joint posterior distribution is of a non-standard form.

It subdivides the joint posterior distribution into a complete set of standard

conditional distributions. By iteratively drawing from these conditional dis-

tributions, the sequence of draws converges to draws from the unknown true

joint distribution. The posterior characteristics can then be summarized us-

ing graphical representations of the draws and estimating expectations of

integrable functions by appropriate sample averages of these functions.

In general, the Gibbs sampler proceeds as follows: assume that Ψ contains

all parameters of the model and U all latent variables.47 Given some arbi-

trary chosen initial values Ū, the sampler can be started. The first draw for

Ψ conditional on the starting value for U is generated from the conditional

density p(Ψ|Ū). The draw Ψ(1) can in turn be used to generate the first

draw for U from the conditional density p(U|Ψ(1)), where the superscripts

in parenthesis denote draws from the conditional distributions. Repeating

the steps indicated above using in each case the calculated draws from the

previous cycle, Ψ(w) is drawn from p(Ψ|U(w−1)) and U(w) from p(U|Ψ(w)).

Thus, it is possible to generate the Gibbs sequence {Ψ(w),U(w)}. Under

mild conditions, the Gibbs sequence converges (in distribution) to the true

joint distribution at a geometric rate in w (Geman and Geman, 1984). Note

that in general, Ψ(w) and U(w) can themselves be Gibbs sequences, cycling

over the parameter space and latent variables, respectively. In our case, Ψ

consists of the covariance matrix V and U contains all time-varying param-

eters: aT , bT , and hT . The following gives an overview over the entire Gibbs

sampling procedure suggested by Primiceri (2005) that was corrected in Del

47In a simpler model without latent variables, one can think of Ψ and U as representing
the parameters split into two appropriate blocks.
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Negro and Primiceri (2013) and then describes the individual steps in more

detail.

A.1.1 Overview over the Gibbs Sampler

Gibbs sampling involves the following steps48

I Initialize bT , ΣT , sT ,V.

II Sample aT from p(aT | yT , xT , bT , ΣT , V).

III Sample bT from p(bT | yT , xT , aT , ΣT , V).

IV Sample sT from p(sT | yT , xT , aT , bT , V).

V Sample ΣT from p(ΣT | yT , xT , aT , bT , sT , V).

VI Sample V, by sampling Q, W and S from p(Q, W, S| yT , xT , AT , BT , ΣT ) =

p(Q| yT , xT , AT , BT , ΣT )p(W| yT , xT , AT , BT , ΣT ) ...

p(S1| yT , xT , AT , BT , ΣT ) p(Sn−1| yT , xT , AT , BT , ΣT ).

VII Go back to II.

A.1.2 Step II: Drawing VAR Parameters aT

For given bT , ΣT and V, equations (3) together with (4) constitute the

following linear Gaussian state-space system

yt = (Z′t−1 ⊗ In)at + ut,

at = at−1 + νt.

Therefore, the sampling procedure of Carter and Kohn (1994) can be

applied to generate aT .

48See Del Negro and Primiceri (2013)
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A.1.3 Step III: Drawing Covariance States bT

For a given aT , it is possible to observe ŷt, which is defined as

ŷt = yt − (Z′t−1 ⊗ In)at.

Note that (3) can be expressed as

Btŷt = Σtεt. (7)

Due to the diagonal structure of Bt with ones on the main diagonal, the left

hand-side of (7) can be written as ŷt + L̃tbt, where L̃t is given by

0 · · · · · · 0

ŷ1,t 0 · · · ...

0 (ŷ1,t ŷ2,t)
. . .

...
...

. . . . . . 0

0 · · · 0 (ŷ1,t ŷ2,t . . . ŷn,t)


.

Therefore, the system of equations (7) can be rewritten as

ŷt = Ltbt + Σtεt,

where Lt = −L̃t. Together with bt = bt−1 + ξt this system has a state-space

representation of this system that is Gaussian, but nonlinear since some of

the dependent variables in the measurement equation also appear on the

right-hand side. Because of the block diagonal structure of S, this problem

can easily be solved by applying the sampling procedure of Carter and Kohn

(1994) equation by equation, starting with the second equation. Note that

in that case all variables appearing on the right-hand side of the ith equation

include only ŷk,t, k < i which can be treated as predetermined due to the

triangular structure.
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A.1.4 Steps IV and V: Drawing Volatility States

Taking BT and aT as given, it is possible to observe y∗t , which is defined as

y∗t = Bt(yt − (Z′t−1 ⊗ In)at) = Σtεt. (8)

This is a system of nonlinear measurement equations. It can be linearized

by squaring and taking logarithms of each equation

log (y∗i,t)
2 = 2 log σi,t + log ε2i,t, i = 1, ..., n.

As (y∗i,t)
2 can be very small, an offset constant is introduced to make the es-

timation procedure more robust. This results in the following approximating

linear state-space form

y∗∗t = 2ht + et,

ht = ht−1 + ηt,
(9)

where y∗∗i,t = log[(y∗i,t)
2 + c̄], ei,t = log ε2i,t, hi,t = log σi,t. The offset constant

c̄ was introduced by (Fuller, 1996, pp. 494-7) and is set to 0.001. Although

the representation is linear, it is not Gaussian, as the innovations in the mea-

surement equation are distributed as logχ(1)2. Since the covariance matrix

of εt is diagonal, the same is true for the covariance matrix of et. This means

that the Gaussian representation of the system in (9) can be found by ap-

proximating each element of et by a mixture of normal densities as shown

by Kim et al. (1998) for the univariate case. They match a number of mo-

ments of the logχ(1)2 distribution using a mixture of seven normal densities

with component probability qj, and means mj and variance v2j , j = 1, .., 7,

as tabulated in Table 2. Hence, each element of et can be approximated as

f(eit) ≈
7∑

j=1

qjfN((eit|mj − 1.2704, v2j )).

43



Table 2: Selection of Mixing Distributions

ω qj = Pr(ω = j) mj v2j
1 0.00730 -10.12999 5.79596
2 0.10556 -3.97281 2.61369
3 0.00002 -8.56686 5.17950
4 0.04395 2.77786 0.16735
5 0.34001 0.61942 0.64009
6 0.24566 1.79518 0.34023
7 0.25750 -1.08819 1.26261
Source: Kim et al. (1998).

An alternative way to express this is

ei,t|si,t = j ∼ N(mj − 1.2704, v2j ),

P r(si,t = j) = qj,
(10)

where sT = [s1, ..., sT ] is a matrix of unobserved indicator states si,t ∈ 1, ..., 7,

selecting at every period which member of the normal distribution mixture

is used for the approximation of each element in et.

Conditional on y∗∗T and hT , it is possible to sample the indicator states

sT . This is done by independently drawing each si,t from the probability

mass function defined by

Pr(si,t = j|y∗∗i,t , hi,t) ∝ qjfN(y∗∗i,t |2hi,t +mj − 1.2704, v2j ),

with j = 1, ..., 7, i = 1, ..., n, and t = 1, ..., T . Using the normal approxima-

tion to the logχ(1)2 innovations transforms the system in (9) in a linear and

Gaussian one, making the sampling algorithm of Carter and Kohn (1994)

again applicable.

A.1.5 Step VI: Sampling Covariances V

Conditional on aT , bT and hT all innovations in the transition equations

νt, ξt and ηt are observable. With inverse Wishart priors, the conditional
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posteriors of Q, W and the diagonal blocks of S are also inverse Wishart.

B Additional Figures

Figure 9: Impulse Responses for Various Years
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Notes: Posterior means of the impulse response to standardized shocks. The gray (dark

gray) area indicates the 5th (16th) and 95th (84th) percentiles of the impulse responses.
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C Prior vs. Posterior

Figure 10: Estimated Volatilities: Prior vs. Posterior
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Notes: The graph shows prior and posterior means of the estimated standard deviation

of the structural shocks. For clearer presentation the standard deviation of the real wage

shock was rescaled by a factor of 10.
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Figure 11: Trace of Q, W, and S: Prior vs. Posterior
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Notes: The graph shows prior and posterior density plots for the trace of Q, W, and S.
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D Alternative Real Wage Series

Figure 12: Clark: Impulse Responses for Various Years

0 5 10
−1

0
1

Response in the year 1610

Preventive Check

0 5 10

−1
0
1

Response in the year 1610

Positive Check

0 5 10
−0.2

0
0.2

Response in the year 1610

Feedback Effect

0 5 10
−1

0
1

Response in the year 1670
0 5 10

−1
0
1

Response in the year 1670
0 5 10

−0.2
0

0.2

Response in the year 1670

0 5 10
−1

0
1

Response in the year 1740
0 5 10

−1
0
1

Response in the year 1740
0 5 10

−0.2
0

0.2

Response in the year 1740

0 5 10
−1

0
1

Response in the year 1780
0 5 10

−1
0
1

Response in the year 1780
0 5 10

−0.2
0

0.2

Response in the year 1780

0 5 10
−1

0
1

Response in the year 1820
0 5 10

−1
0
1

Response in the year 1820
0 5 10

−0.2
0

0.2

Response in the year 1820

0 5 10
−1

0
1

Response in the year 1860
0 5 10

−1
0
1

Response in the year 1860
0 5 10

−0.2
0

0.2

Response in the year 1860

Notes: Posterior means of the impulse response to standardized shocks using Clark’s real

wage series. The gray (dark gray) area indicates the 5th (16th) and 95th (84th) percentiles

of the impulse responses.
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Figure 13: Forecast Error Variance Decompositions for Various Years
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Notes: Posterior medians of the forecast error variance decompositions for the Clark

real wage series. The gray (dark gray) area indicates the 5th (16th) and 95th (84th)

percentiles of the forecast error variance decompositions.
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