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A children’s rights perspective on the responsibility of social network site providers

dr. Eva Lievens

Social networking services play an increasingly important role in the life of children and young people, as part of the development of their own personality and identity, and as part of their participation in debates and social activities. Council of Europe

As accepted as the above statement is nowadays, there is much less certainty about the manner in which behaviour on social network sites (SNS) should be addressed and guided in order to ensure that opportunities for children in this environment are optimised and risks are minimised. Multistakeholder approaches, in which various actors (government, industry, civil society, educational institutions and parents) are thought to have a specific responsibility to contribute to a safe, positive, and creative online experience for young internet users, and self-regulatory initiatives have been encouraged and supported at different levels, but the compliance of SNS providers with their own commitments as well as (European) regulatory standards and support in this area has been unsatisfactory at times. Most often, it is argued that this is caused by the lack of convincing incentives to adopt higher standards of protection and offer empowerment-enhancing mechanisms as well as prevailing business principles and financial considerations.

It is the aim of this paper to analyse this issue from a children’s right perspective and to identify a theoretical, broader basis that can be used by policymakers to persuade private actors to enhance their Corporate Social Responsibility efforts to provide young users with a communication and interaction platform that respects and helps realising their fundamental rights.

1 Senior Research Fellow Research Fund Flanders, Interdisciplinary Centre for Law & ICT (ICRI) – KU Leuven – iMinds; Guest Professor at Ghent University. Comments welcome at eva.lievens@law.kuleuven.be. Please note that this paper will be elaborated on in the framework of the research project “Risk-reducing regulatory strategies for illegal and harmful conduct and content in online social network sites”, funded by the Research Fund Flanders, in the course of 2014-2015.

2 Council of Europe, Recommendation CM/Rec(2012)4 of the Committee of Ministers to member States on the protection of human rights with regard to social networking services, 2012, https://wcd.coe.int/ViewDoc.jsp?id=1929453&Site=CM.


1. Children and fundamental rights

1.1. International level

The United Nations Convention on the Rights of the Child (UNCRC),\(^5\) adopted by the UN General Assembly on 20 November 1989,\(^6\) provides the international legal framework for children’s rights.\(^7\) Up until recently, the UNCRC did not contain an actual enforcement mechanism, which was considered a manifest flaw.\(^8\) Children could not file complaints,\(^9\) and the Convention could not be tested in specific cases by the courts.\(^10\) In 2011, however, the Optional Protocol on a Communications Procedure was adopted,\(^11\) which allows individual children to submit complaints regarding specific violations of their rights under the Convention and its first two optional protocols. The Protocol entered into force in April 2014.\(^12\) In addition, the UNCRC has a symbolic function\(^13\) and a strong moral force.\(^14\) The UN Committee on the Rights of the Child monitors the implementation of the UNCRC and issues critical remarks or recommendations.\(^15\) It is then up to the national governments to take these into account.

Since the creation of the UNCRC it has been accepted across the globe that children are entitled to a number of fundamental rights that are important in the media environment, such as the right to

---


9 Meuwese, Stan, Blaak, Mirjam and Kaandorp, Majorie (eds), Handboek Internationaal Jeugdrecht [International Youth Law Handbook], Nijmegen, Ars Aequi Libri, 2005, 19 [in Dutch].

10 Bainham, Andrew, Children – the modern law, Bristol, Family Law, 2005, 67. It is useful however to stress the fact that supranational courts, such as the European Court of Justice, for instance, do refer to the UNCRC in its caselaw.


freedom of expression (article 13 UNCRC) and the right to privacy (article 16 UNCRC). At the same time, children sometimes need to be protected, for instance, from content or behaviour that may harm them (article 17, infra, 19 - concerning protection from all forms of violence - and 34 - concerning protection from sexual exploitation - UNCRC).

Article 13 confirms the child-specific version\textsuperscript{16} of the (general) right to freedom of expression\textsuperscript{17} “which includes the freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or through any other media of the child’s choice”.\textsuperscript{18} This fundamental right can only be restricted if this is provided by law and necessary “for respect of the rights or reputations of others, or for the protection of national security or of public order, or of public health or morals” (para. 2). The article has a broad scope of application, which certainly extends to the internet as well as any other (future) medium. Recently, the UN Committee on the Rights of the Child emphasised that the increasing extent to which information and communication technologies are a central dimension in the lives of children entails that (equal) access to the internet and social media for them is crucial, also for the realisation of other rights closely linked to the right to freedom of expression, such as the right to leisure, play and culture (article 31 UNCRC).\textsuperscript{19}

Equally important is the child’s right to privacy, formulated in article 16 UNCRC.\textsuperscript{20} According to this article, children cannot be subjected to any arbitrary or unlawful interference – by state authorities or by others (e.g., private organisations)\textsuperscript{21} – with their privacy, family, home or correspondence, nor to unlawful attacks on their honour and reputation. Moreover, it is clearly stated that the law should protect a child against such interference. The right to privacy is directed at the child itself and is to be protected in all situations.\textsuperscript{22} In the online environment, privacy issues could, for instance, arise with respect to identification mechanisms or with regard to the collection of their personal data by service


\textsuperscript{17} Similar articles are article 19 Universal Declaration of Human Rights, article 19 International Covenant of Civil and Political Rights, and article 10 European Convention on Human Rights and Fundamental Freedoms.

\textsuperscript{18} The United Nations Committee on the Rights of the Child has stressed that it is not sufficient to just include the ‘general’ right to freedom of expression applicable to everyone in a country’s constitution. It is necessary, according to the Committee, to also expressly incorporate the child’s right to freedom of expression in legislation. See for instance: United Nations Committee on the Rights of the Child, General Guidelines for Periodic Reports, CRC/C/58, 20.11.1996, \textit{http://www.unhchr.ch/tbs/doc.nsf/(Symbol)/CRC.C.58.En?Opendocument}: “States parties are requested to provide information on the measures adopted to ensure that the civil rights and freedoms of children set forth in the Convention, in particular those covered by articles 7, 8, 13 to 17 and 37 (a), are recognized by law specifically in relation to children and implemented in practice, including by administrative and judicial bodies, at the national, regional and local levels, and where appropriate at the federal and provincial levels”.

\textsuperscript{19} United Nations Committee on the Rights of the Child, General comment No. 17 (2013) on the right of the child to rest, leisure, play, recreational activities, cultural life and the arts (art. 31), UN Doc. CRC/C/GC/17, 2013, n° 45.

\textsuperscript{20} Again, this is a child-specific ‘translation’ of the general right to privacy, which is granted to everyone by, \textit{inter alia}, article 12 Universal Declaration on Human Rights, article 17 International Covenant on Civil and Political Rights, and article 8 European Convention on Human Rights and Fundamental Freedoms.


providers. Furthermore, monitoring a child’s internet use (e.g. with the help of software), could be considered in conflict with the child’s right to privacy. Finally, parents may neither, according to article 16, interfere with their child’s correspondence. There is no reason to limit the application of this article to ‘paper’ correspondence, so monitoring e-mail conversations could be in conflict with the child’s right to privacy as well.

Another crucial article with regard to media content and services is article 17 UNCRC. This article requires states to ensure that children have access to “information and material from a diversity of national and international sources, especially those aimed at the promotion of his or her social, spiritual and moral well-being and physical and mental health”, since access to a wide diversity of information is a prerequisite for the exercise of other fundamental rights, most importantly the right to freedom of expression. States are thus incited to pursue a proactive policy which stimulates the cultural, educational and informational potential of media with respect to children. At the same time article 17 UNCRC also encourages the development of guidelines to protect children from harmful material. On the one hand, the internet and other new media technologies enable children to access a huge variety of educational material and cultural opportunities, as “powerful tool[s] that can help to meet children’s rights under the UNCRC (e.g., to participation, information and freedom of expression)”. However, on the other hand, the Committee on the Rights of the Child expressed concern that these technologies have also lowered the threshold of access to illegal and harmful material. More recently

23 The European Court of Justice has also referred to this article in a case concerning potential harmful new media content: ECJ, Dynamic Medien v. Avides Media AG, C-244/06, 14.02.2008, para. 40.
25 Meuwese, Stan, Blaak, Mirjam and Kaandorp, Majorie (eds), Handboek Internationaal Jeugdrecht [International Youth Law Handbook], Nijmegen, Ars Aequi Libri, 2005, 144-145 [in Dutch].
27 Article 17 (a) emphasises the importance of disseminating information and material of social and cultural benefit to the child and in accordance with the spirit of article 29, which is related to education.
the Committee also indicated to be concerned about the extent to which access to the internet and social media lead to exposure to cyberbullying, pornography and cybergrooming.²⁹ It has been argued that the word ‘guidelines’, used in article 17 UNCRC, indicates a preference for voluntary, rather than legislative constraints.³⁰ However, the Committee on the Rights of the Child has in one of their observations recommended to “enact special legislation to protect children from harmful information, in particular from television programmes and films containing brutal violence and pornography” (own emphasis).³¹ This attitude is not limited to traditional media: the Committee is concerned about online media as well.³² Recently, it has been argued that there is confusion about the scope of article 17 e) (in part created by the United Nations Committee on the Rights of the Child). According to Sacino, who analysed article 17 in detail, the scope of this paragraph does not concern the protection of children from harmful material by States themselves.³³ She contends that this particular State task is included within the scope of other articles (such as article 6 UNCRC, related to the protection and care necessary for the well-being of each child) and that article 17 e) solely concerns the encouragement of other actors, such as industry, to develop the guidelines mentioned in this paragraph.³⁴ Article 17 also refers to article 18 UNCRC. This recalls the primary responsibility of parents for the upbringing and development of the child.³⁵ However, according to article 18 para. 2, States must

²⁹ United Nations Committee on the Rights of the Child, General comment No. 17 (2013) on the right of the child to rest, leisure, play, recreational activities, cultural life and the arts (art. 31), UN Doc. CRC/C/GC/17, 2013, n° 46.
³⁴ Ibid.
³⁵ In the same spirit, article 5 as well is – in our view – especially relevant when dealing with harmful content (although this article is not traditionally mentioned in this context), Article 5 refers to the responsibilities, rights and duties of parents (or other persons legally responsible for the child), to offer, in a manner consistent with the evolving capacities of the child, appropriate direction and guidance to the child when exercising his or her rights. This provision could be interpreted as implying that parents have a responsibility to (do their best to) support their children in their approach to new media. The United Nations General Assembly has also touched upon the responsibilities of parents et al. in this respect: “19. Encourage measures to protect children from violent or harmful web sites, computer programmes and games that negatively influence the psychological
“render appropriate assistance to parents and legal guardians in the performance of their child-rearing responsibilities”. An example of this ‘assistance’ or, otherwise put, the ‘duty of care’ of the state, could be the provision of adequate information by States to parents about media content to which their children can be exposed.

1.2. European level

Children’s rights have also increasingly been awarded a significant place in the European legislative and policy framework. Aside from the possible application of the European Convention on Human Rights (article 8 – privacy and article 10 – freedom of expression) to children, the Council of Europe has, over the past decade, issued various documents concerning human rights in general, and children’s rights in particular. The EU has been active in this field as well, laying down a legal basis for the protection of children’s rights in the Charter of Fundamental Rights (article 24) as well as the Lisbon Treaty, and developing a conscious EU strategy on the rights of the child. A similar theme runs through the various documents at all levels: on the one hand, children are active subjects of rights who can invoke a number of fundamental rights, but, on the other hand, this also entails that sometimes they need to be safeguarded from harmful influences.

2. Children’s rights in the information society

Numerous policy documents at European level, issued both by the European Union as well as the Council of Europe, have emphasised the importance of safeguarding children’s rights in today’s information society. Achieving a high level of protection of children in the digital space was, for instance, one of the priorities identified in the EU Agenda for the Rights of the Child. Most recently, development of children, taking into account the responsibilities of the family, parents, legal guardians and caregivers” (United Nations General Assembly, Resolution A world fit for children, A/RES/S-27/2, 11.10.2002, http://www.unicef.org/specialsession/docs_new/documents/A-RES-S27-2E.pdf, 16). Ultimately, parents or other carers are the only persons who will be able to monitor their children’s actual media use.


in May 2014, the Council of the European Union adopted the Human Rights Guidelines on Freedom of Expression Online and Offline.\textsuperscript{42} Amongst other priorities these guidelines emphasise the need for the European Union to “ensure that the media, both mass and social, recognize and respect the rights of the child, as enshrined in the Convention on the Rights of the Child”.\textsuperscript{43} In addition, “the EU will promote awareness raising and media and internet literacy and its importance for the safe and responsible use of the Internet, especially for children and young people, in the context of programmes of education and training on human rights, according to the UN Declaration on Human Rights Education and Training”.\textsuperscript{44}

In April 2014, the Committee of Ministers of the Council of Europe, in its Guide to human rights for internet users, explicitly included a section targeted at children and young people.\textsuperscript{45}

As a child or young person, you have all the rights and freedoms outlined in this guide. In particular, because of your age, you are entitled to special protection and guidance when using the Internet. This means:

1. you have the right to freely express your views and participate in society, to be heard and to contribute to decision making on matters affecting you. Your views must be given due weight in accordance with your age and maturity and without discrimination;

2. you can expect to receive information in a language appropriate for your age and training from your teachers, educators and parents or guardians about safe use of the Internet, including about how to preserve your privacy;

3. you should be aware that content you create on the Internet or content concerning you created by other Internet users may be accessible worldwide and could compromise your dignity, security and privacy or be otherwise detrimental to you or your rights now or at a later stage in your life. Upon your request, this should be removed or deleted within a reasonably short period of time;

4. you can expect clear information about online content and behaviour that is illegal (for example online harassment) as well as the possibility to report alleged illegal content. This information should be adapted to your age and circumstances and you should be provided with advice and support with due respect for your confidentiality and anonymity;

5. you should be afforded special protection from interference with your physical, mental and moral welfare, in particular regarding sexual exploitation and abuse on the Internet and other forms of cybercrime. In particular, you have the right to education to protect yourself from such threats.


\textsuperscript{43} Ibid., p. 8.

\textsuperscript{44} Ibid., p. 15.

\textsuperscript{45} Council of Europe, Recommendation CM/Rec(2014)6 of the Committee of Ministers to member States on a Guide to human rights for Internet users, \url{https://wcd.coe.int/ViewDoc.jsp?id=2184807}. 
Specifically with regard to SNS, the Council of Europe’s *Recommendation on the protection of human rights with regard to social networking services* already articulated in 2012 that these services can significantly advance human rights and fundamental freedoms, in particular the right to “freedom of expression, to create and to exchange content and ideas”. At the same time, given the increasingly central role that these services play in the lives of children, the recommendation pointed to the fact that this particular group of users should “be protected because of the inherent vulnerability that their age implies”.47

It has been argued by Livingstone and Bulger that children’s rights online are currently far from realised.48 The question that is at the center of this paper is who is responsible for (better) achieving this aim?

The Council of Europe *Recommendation on the protection of human rights with regard to social networking services* not only points to responsibilities of parents, carers and educators49 but also to member States, civil society, and the private sector - SNS providers.50 Some would argue that social networking platforms are hosted by private companies, that it is their right to conduct their business in the way they see fit (exercising their freedom to conduct a business as laid down in article 16 of the EU Charter of Fundamental Rights) and that they are not ‘obliged’ to take up responsibility to protect children on their networks. The idea, however, that businesses have a significant role to play in safeguarding human rights can be framed within a larger debate, which is currently high on the policy agenda of organisations such as the United Nations, and the European Union.

---

46 Recent research has found that children from as young as 7 are present on platforms such as Facebook, Twitter, Instagram and Tumblr. In 2011, the EU Kids Online study found that 38 per cent of 9-12 year olds and 77 per cent of 13-16 year olds in Europe had a SNS profile (Livingstone, Sonia, Öлавsson, Kjartan and Staksrud, Elisabeth, ‘Risky social networking practices among ‘underage’ users: Lessons for evidence-based policy’, *Journal of Computer-Mediated Communication* 2013, 6). A recent UK survey found that 30 per cent of children aged 7-11 in the UK have their own Facebook profile (NSPCC, Younger children and social networking sites: a blind spot, November 2013, http://www.nspcc.org.uk/inform/resourcesforprofessionals/onlinesafety/younger-children-and-social-networking-sites_wda99104.html). Along the same line, findings of May 2014 show that 35% of Flemish 9-12 year olds have a Facebook profile (Mediavaren and Linc, Onderzoeksrapport Apestaartjaren 5, May 2014, http://www.apestaartjaren.be/onderzoek/apestaartjaren-5).

47 Council of Europe, Recommendation CM/Rec(2012)4 of the Committee of Ministers to member States on the protection of human rights with regard to social networking services, https://wcd.coe.int/ViewDoc.jsp?id=1929453&Site=CM.


49 Council of Europe Recommendation CM/Rec(2012)A: “Parents, carers and educators should play a primary role in working with children and young people to ensure that they use these services in an appropriate manner. (...)”

50 For instance, Council of Europe Recommendation CM/Rec(2012)A: “While not being required to control, supervise and/or rate all content uploaded by its users, social networking service providers may be required to adopt certain precautionary measures (for example, comparable to “adult content” rules applicable in certain member States) or take diligent action in response to complaints (ex-post moderation)”.
3. Who is responsible for safeguarding children’s rights?

*Essentially, children’s ‘rights’ – including measures to protect them – mean very little unless individuals, bodies and public institutions can be held to account for upholding them and unless there are mechanisms in place to enable children to enforce them.*

Helen Stalford

Many actors are involved in putting the protection of fundamental rights into practice: governments, civil society organisations, industry as well citizens. These actors often cooperate in multi-stakeholder strategies, but in the context of this paper we focus on the role and responsibilities of States, on the one hand, and industry, on the other hand. In this context, in 2011, the United Nations issued the *Guiding principles on business and human rights.* These principles, which are part of the larger United Nations “Protect, Respect and Remedy” framework, highlight the responsibility of States to “protect against human rights abuse within their territory and/or jurisdiction by third parties, including business enterprises. This requires taking appropriate steps to prevent, investigate, punish and redress such abuse through effective policies, legislation, regulations and adjudication”. On the other hand, “[b]usiness enterprises should respect human rights. This means that they should avoid infringing on the human rights of others and should address adverse human rights impacts with which they are involved”. This includes the obligation for businesses to carry out human rights due diligence and track the effectiveness of their response to verify whether adverse human rights impacts are being addressed.

Specifically tailored to children’s rights are the *Children’s rights and business principles*, drafted by the UN Global Compact, UNICEF and Save the Children in 2013. According to these principles “respecting and supporting children’s rights requires business to both prevent harm and actively safeguard children’s interests”. Businesses are called upon to guarantee that products and services are safe and aim to support children’s rights through them. This includes, for instance, “[r]estricting access to products and services that are not suitable for children or that may cause them harm, while ensuring that all such actions align with international standards, including non-discrimination, freedom of expression and access to information”.

---

55 Ibid., p. 13.
57 Ibid., p. 3.
58 Ibid., p. 24.
Additionally, in 2013 the Committee on the Rights of the Child published a *General comment on State obligations regarding the impact of the business sector on children’s rights*. 59 This General Comment is addressed at States to provide guidance on how they can create a facilitating environment for businesses to respect children’s rights. It is explicitly recognised that “*duties and responsibilities to respect the rights of children extend in practice beyond the State and State-controlled services and institutions and apply to private actors and business enterprises*” and that both parties, States and business enterprises, must take up these responsibilities. Businesses can take active steps toward this goal by undertaking child-rights due diligence and States should carry out child-rights impact assessments. 60 With regard to transnational companies that operate on a global scale (as SNS most

---


60 CRC General comment No. 16 (2013) on State obligations regarding the impact of the business sector on children’s rights,
often do), the Committee clarifies that States must ensure that the companies that operate within their borders are adequately regulated within a legal and institutional framework that guarantees that children’s rights are respected.\textsuperscript{61} In addition, the legislation in question should be clear and predictable.\textsuperscript{62} We can wonder whether, at the moment, in the digital environment this is not area where significant improvements are urgently needed. Internet service providers that operate globally are not only subject to many different legislative obligations, they are also confronted with varying degrees of legal uncertainty in different parts of the world because legal frameworks are not adapted to or are challenged by the nature of online activities. This is also the case with regard to issues that are linked to the protection of human rights. The recent judgment of the European Court of Justice in the Google Spain case is an illustration thereof.\textsuperscript{63} In that case, the Court decided that “the operator of a search engine is obliged to remove from the list of results displayed following a search made on the basis of a person’s name links to web pages, published by third parties and containing information relating to that person, also in a case where that name or information is not erased beforehand or simultaneously from those web pages, and even, as the case may be, when its publication in itself on those pages is lawful”. The judgment, which addresses questions related to the balance of the right to freedom of expression and the right to information with the right to privacy and reputation,\textsuperscript{64} is very controversial and seems to imply that a significant extra burden will be put on search engine operators. On the other hand, the case also illustrates that globally operating companies that have their origins in the United States, will increasingly be expected to respect and uphold European human rights standards.

Finally, the General Comment does contain a number of specific references to the issue of digital media: on the one hand, States should provide children with age-appropriate information regarding web-related safety, on the other hand, States should coordinate with ICT industry and encourage them to develop and implement suitable measures to protect children from inappropriate material.

\textit{Corporate Social Responsibility}

We can frame the question related to the responsibility of ICT industry in general, and SNS providers in particular, within the general debate on Corporate Social Responsibility (CSR). According the European Commission this notion refers to “companies taking responsibility for their impact on society” and is a factor “important to the competitiveness of enterprises”.\textsuperscript{65} Potential advantages of CSR are linked to risk management, cost savings, access to capital, customer relationships, human

\begin{footnotesize}
\begin{enumerate}
\item CRC General comment No. 16 (2013) on State obligations regarding the impact of the business sector on children’s rights,
\item CRC General comment No. 16 (2013) on State obligations regarding the impact of the business sector on children’s rights,
\item European Court of Justice, \textit{Google Spain v. AEPD}, C-131/12, 13 May 2014.
\item Ausloos, Jef, European Court Rules against Google, in Favour of Right to be Forgotten, 13 may 2014, \url{http://blogs.lse.ac.uk/mediapolicyproject/2014/05/13/european-court-rules-against-google-in-favour-of-right-to-be-forgotten/}.
\item \url{http://ec.europa.eu/enterprise/policies/sustainable-business/corporate-social-responsibility/index_en.htm}.
\end{enumerate}
\end{footnotesize}
resource management, and innovation capacity. In 2011, the Commission adopted “A renewed EU strategy 2011-14 for Corporate Social Responsibility”. In this strategy it is emphasised that human rights are an increasingly significant element in CSR and that companies should implement “a process to integrate social, environmental, ethical, human rights and consumer concerns into their business operations and core strategy in close collaboration with their stakeholders, with the aim of: maximising the creation of shared value for their owners/shareholders and for their other stakeholders and society at large; and identifying, preventing and mitigating their possible adverse impacts”. The strategy also refers to the UN Guiding principles on business and human rights (supra) and recommends a better implementation. As one of the steps in achieving this goal, the general principles were translated to specific sectors. For the ICT sector, the drafting of the ICT Sector Guide on implementing the UN Guiding principles on business and human rights was commissioned by the European Commission. In this guide, the six core elements (cf. different colours in the figure below) for CSR to respect human rights are elaborated and specifically applied to activities carried out by companies in the ICT sector.

Child safety online is one of the topics that is addressed in the ICT sector guide under the element of ‘Integrating and acting on potential impacts’. Detailed measures are proposed for ICT companies to consider, such as providing direct links and information on ways for users to report abusive images or behaviours such as bullying, implementing effective age and identity verification mechanisms at the level of individual users, implementing appropriately heightened security measures for personal information that has been collected from children, seeking parental consent before using or disclosing information collected from children, considering any unintended consequences of decisions on child safety and engaging with child safety and children’s rights experts to provide ongoing feedback and guidance on the company’s policy in this area.

Along the same lines, the Council of Europe Guide to human rights for internet users encourages a genuine dialogue between the private sector and relevant state authorities and civil society regarding the implementation of their CSR, with a specific focus on transparency and accountability, in line with

66 Ibid.
68 Ibid., p. 6.
72 Ibid., p. 49-50.
the Guiding Principles on Business and Human Rights (supra). The Appendix to this recommendation contains an actual guide which aims to raise users’ awareness of the corporate responsibilities of Internet service providers and providers of online content and services. It is mentioned explicitly, for instance, that these companies should inform users about their rights, freedoms, possible remedies and how to obtain them, including “easily accessible information on how to report and complain about interferences with your rights and how to seek redress”.

Incentives for SNS providers to invest in the realisation of children’s rights

Traditional justifications for companies to adopt a clear CSR strategy are, amongst others, moral obligations, sustainability, license to operate and reputation. Porter and Kramer have argued that these justifications have significant limitations because of their emphasis on the tension between business and society, instead of on their interdependence. Hence, they advocate focusing on shared value, and making choices that benefit both sides. According to them, “the essential test that should guide CSR is not that a cause is worthy but whether it presents an opportunity to create shared value – that is, a meaningful benefit for society that is also valuable to the business”. And while Porter and Kramer were aware of the fact that this requires radically different thinking in business, they were also convinced that CSR is increasingly significant to competitive success. Transposing this way of thinking about CSR to the domain of children’s rights in the digital environment it is necessary to consider the fact that whereas CSR activities in this field are definitely beneficial for society, they may also be “valuable for businesses in supporting the emergence of knowledgeable and responsible future users and developing and maintaining trust towards their services and brands”. Trust and confidence in

---

74 E.g. “your Internet service provider and your provider of online content and services have corporate responsibilities to respect your human rights and provide mechanisms to respond to your claims. You should be aware, however, that online service providers, such as social networks, may restrict certain types of content and behaviour due to their content policies. You should be informed of possible restrictions so that you are able to take an informed decision as to whether to use the service or not. This includes specific information on what the online service provider considers as illegal or inappropriate content and behaviour when using the service and how it is dealt with by the provider: Council of Europe, Recommendation CM/Rec(2014)6 of the Committee of Ministers to member States on a Guide to human rights for Internet users, https://wcd.coe.int/ViewDoc.jsp?id=2184807, Appendix.
75 Ibid.
76 According to Porter and Kramer, the notion of ‘licence to operate’ “derives from the fact that every company needs tacit or explicit permission from governments, communities, and numerous other stakeholders to do business”: Porter, Michael and Kramer, Mark, Strategy and society: the link between competitive advantage and corporate social responsibility, Harvard Business Review 2006, 3.
78 Ibid., 5.
79 Ibid., 6.
80 Ibid., 13.
82 Ibid., 160.
services is an increasingly important factor for businesses in the ICT sector,\(^8\) argued to be able to sustain, among other goals, a competitive knowledge economy and a digitally skilled labour force.\(^8\) In its *Strategy for a better internet for children*, the European Commission also pointed to the fact that “analyses show that a better and wider use of the Internet by children is opening the door for intensive business development in innovative online content and services”.\(^8\) Along the same lines, the *Children’s rights and business principles* indicate how considering how products and services can better meet children’s needs can also be a source of innovation and create new markets.\(^8\) The focus of ICT companies, such as SNS providers, in developing their CSR strategy, should hence be on the fact that children are a target audience worth investing in, instead of concentrating on the idea that incorporating protection and empowerment mechanisms into services is an additional cost.\(^8\) For SNS providers this would mean in practice that a mutually beneficial CSR strategy should include a conscious and substantial investment of resources (financial, personnel, etc.) in putting the rights laid down in articles 13, 16 and 17 UNCRC into practice. This could for instance entail the (further) development of reporting mechanisms with a fast and supportive follow-up, the provision of clear and age-appropriate information in a transparent manner through innovatively designed Terms of Use and privacy policies\(^8\) or participatory strategies to involve young users in the improvement and identification of elements that should be included in the CSR strategy.

**Conclusion**

Respecting, protecting and promoting human rights is a substantial responsibility of various actors. States or governments should facilitate an environment in which businesses can protect children’s rights and must oversee the efforts of the latter.\(^8\) Businesses must both prevent harm and actively

---


\(^8\) LIVINGSTONE, SONIA and O’NEILL, BRIAN, Children’s rights online: challenges, dilemmas and emerging directions, in van der Hof, Simone, van den Berg, Bibi and Schermer, Bart, Minding minors wandering the web: regulating online child safety, Springer, 2014, 20.
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safeguard children’s interests. Both parties are essential to achieve this common aim, and hence, must avoid to try to transfer their responsibility to the other party.

In light of this general principle, increasingly detailed insights into CSR and fundamental (children’s) rights could be combined with empirical research into children’s use of SNS to achieve a well-considered, detailed development and elaboration of policy in this area by SNS providers. The principles detailed in the ICT Sector Guide on implementing the UN Guiding principles on business and human rights are useful to carefully consider a CSR policy with regard to children’s rights, not only with regard to (further) putting in place measures to lower risks, but also with a view to integrating tools and strategies that enable children to make the most of the opportunities that SNS offer them. Creating a corporate social agenda which, according to Porter and Kramer, goes beyond best practices, should be a priority. Already existing initiatives, such as the ICT (Principles) Coalition and the European Commission’s Community of Practice for Self- and Co-regulation, that aim to share best practices may be helpful, but SNS providers must also be encouraged to go one step further in devising pioneering CSR strategies that are tailored to their specific features and advance the rights of a significant proportion of their current and future users: children.
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