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Extending Extended Logistic Regression for
Ensemble Post-Processing:
Extended vs. Separate vs. Ordered vs. Censored

Jakob W. Messner Georg J. Mayr
Universitat Innsbruck Universitat Innsbruck
Daniel S. Wilks Achim Zeileis
Cornell University Universitat Innsbruck

Abstract

Extended logistic regression is a recent ensemble calibration method that extends lo-
gistic regression to provide full continuous probability distribution forecasts. It assumes
conditional logistic distributions for the (transformed) predictand and fits these using
selected predictand category probabilities. In this study we compare extended logistic
regression to the closely related ordered and censored logistic regression models. Ordered
logistic regression avoids the logistic distribution assumption but does not yield full prob-
ability distribution forecasts, whereas censored regression directly fits the full conditional
predictive distributions.

To compare the performance of these and other ensemble post-processing methods
we used wind speed and precipitation data from two European locations and ensemble
forecasts from the European Centre for Medium-Range Weather Forecasts (ECMWF).
Ordered logistic regression performed similarly to extended logistic regression for prob-
ability forecasts of discrete categories whereas full predictive distributions were better
predicted by censored regression.

Keywords: probabilistic forecasting, extended logistic regression, ordered logistic regression,
heteroscedasticity.

1. Introduction

Important applications such as severe weather warnings or decision making in agriculture, in-
dustry, and finance strongly demand accurate weather forecasts. Usually numerical weather
prediction (NWP) models are used to provide these weather forecasts. Unfortunately, be-
cause of the only roughly known current state of the atmosphere and unknown or unresolved
physical processes, NWP models are always subject to error. To estimate these errors many
forecasting centers nowadays provide ensemble forecasts. These are several NWP forecasts
with perturbed initial conditions and /or different model formulations. However, the perturbed
initial conditions do not necessarily represent initial condition uncertainty (Hamill, Snyder,
and Whitaker 2003; Wang and Bishop 2003) and some structural deficiencies in the models
are also not accounted for. Thus, the ensemble forecasts usually do not represent the full
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uncertainty of NWP models. Ensemble forecasts therefore typically need to be statistically
post-processed to achieve well-calibrated probabilistic forecasts.

In the past decade a variety of different ensemble post-processing methods have been pro-
posed. Examples are ensemble dressing (Roulston and Smith 2003), Bayesian model averag-
ing (Raftery, Gneiting, Balabdaoui, and Polakowski 2005), heteroscedastic linear regression
(Gneiting, Raftery, Westveld, and Goldman 2005), or logistic regression (Hamill, Whitaker,
and Wei 2004). Comparisons of these and other post-processing methods (Wilks 2006a; Wilks
and Hamill 2007) showed that logistic regression performs relatively well. Recently, Wilks
(2009) extended logistic regression by including the (transformed) predictand thresholds as an
additional predictor variable. In addition to requiring fewer coefficients and providing coher-
ent probabilistic forecasts this extended logistic regression allows derivation of full continuous
predictive distributions. Extended logistic regression has been used frequently (Schmeits and
Kok 2010; Ruiz and Saulo 2012; Roulin and Vannitsem 2012; Hamill 2012; Ben Bouallegue
2013; Scheuerer 2013; Messner, Zeileis, Mayr, and Wilks 2013) and has been further extended
to additionally account for conditional heteroscedasticy (Messner et al. 2013). Recently, sev-
eral studies noticed that extended logistic regression assumes a conditional logistic distribution
for the transformed predictand (Scheuerer 2013; Schefzik, Thorarinsdottir, and Gneiting 2013;
Messner et al. 2013) where this logistic distribution is fitted to selected predictand category
probabilities.

In this study we compare (heteroscedastic) extended logistic regression with two closely related
regression models from statistics that are particularly popular in econometrics (and more
broadly the social sciences):

1. (Heteroscedastic) ordered logistic regression also provides coherent forecasts of category
probabilities. However it differs from extended logistic regression in that no continuous
distribution is assumed or specified by the model.

2. (Heteroscedastic) censored regression also fits conditional logistic distributions to a
transformed predictand but employs the full set of training-data points (as opposed
to a set of thresholds) for fitting the model.

The performance of these statistical models is tested on wind speed and precipitation data
from two European locations and ensemble forecasts from the European Centre for Medium
Range Weather Forecasts (ECMWF). In addition to heteroscedastic ordered logistic regres-
sion, heteroscedastic extended logistic regression, and heteroscedastic censored logistic re-
gression, also separate logistic regressions (Hamill et al. 2004) and for wind speed forecasts
heteroscedastic truncated Gaussian regression (Thorarinsdottir and Gneiting 2010) are tested.

The following Section 2 describes the different statistical models in detail. A brief descrip-
tion of the data can be found in Section 3. Finally, Section 4 presents the results that are
summarized and discussed in Section 5.

2. Statistical models

This section describes different statistical models to predict conditional probabilities P(y <
gj|x) of a continuous predictand y falling below a threshold g;, given a vector of predictor
variables x = (1,21, 22,...)" (i.e., NWP forecasts). Conditional category probabilities of y



Jakob W. Messner, Georg J. Mayr, Daniel S. Wilks, Achim Zeileis

to fall between two thresholds ¢, and ¢, can then easily be derived with P(q, < y < @) =
P(y < g|x) = P(y < qalx).

2.1. Separate logistic regressions (SLR)

Logistic regression was one of the first statistical methods that were proposed to post-process
ensemble forecasts (Hamill et al. 2004). Originally it is a regression model from the generalized
linear model framework (Nelder and Wedderburn 1972) to model the probability of binary
responses:

exp(x' ) T
Ply<gqgjlx) = ———=—~=A 1
(y — qJ’X) 1 4 exp(xTﬁ) (X 6) ( )
where 8 = (B0, f1, B2, ...) " is a coefficient vector and A(-) = exp(-)/(1+exp(+)) is notationally
equivalent to the cumulative distribution function of the standard logistic distribution. The

coeflicient vector 3 is estimated by maximizing the the log-likelihood

N
= Z log (7;) (2)
i=1

as a function of 8 as defined in Equation 1, where N is the number of events in the data set
and 7; is the predicted probability of the i-th observed outcome:
)P = gjlxi) vi < qj 3)
;=
1= Py <qjlxi) vi>gqj

Often separate logistic regressions (i.e., with separate coefficient vectors [3) are fitted for
several thresholds g; of interest (e.g., Hamill et al. 2004; Wilks 2006a; Wilks and Hamill
2007). This implies that the regression lines for different thresholds can cross, so that for
some values of the predictor variables x, P(y < q4|x) > P(y < gp|x) although ¢, < g, which
leads to nonsense negative probability for y to fall between g, and gp.

2.2. Heteroscedastic extended logistic regression (HXLR)

To avoid these negative probabilities and to reduce the number of regression coefficients Wilks
(2009) proposed to include a transformation of the predictand thresholds as an additional
predictor variable in logistic regression.

P(y < gj|x) = Aag(g;) —x ' B) (4)

where « is an additional coefficient that has to be estimated and the transformation g() is a
non-decreasing function. Equation 4 also differs from standard logistic regression, where [ is
estimated separately for each threshold, in that here § is the same for all thresholds. Thus,
one interpretation of Equation 4 is that it defines parallel regression lines (in log-odds space)
with equal slope but different intercepts (6; = ag(q;) — Bo). Figure 1 shows examples of these
regression lines schematically.

Extended logistic regression not only avoids the problem of crossing regression lines but also
allows for computing probabilities for any threshold value ¢; (and not only the the thresholds
employed for estimating the model). In other words, Equation 4 can also be interpreted as
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a cumulative distribution function that describes a full continuous predictive distribution.
After some reformulation (see Messner et al. 2013), Equation 4 can also be written as

9(q;) — XTﬂ/a)

P(g(y) < g(g;)|x) = P(y < gjlx) = A ( 1/a

()
which shows that the predictive distribution of the transformed predictand g(y) is a logistic
distribution with location parameter x'3/a and scale parameter 1/a. Thus, the transfor-
mation ¢g() must be chosen such that the transformed predictand can be assumed to follow a
conditional (on the predictors x) logistic distribution.

To effectively utilize uncertainty information contained in the ensemble spread, Messner et al.
(2013) proposed to use additional predictor variables (z = (1, 21, 22,...)"; e.g., the ensemble
spread) to directly control the dispersion (variance) of the logistic predictive distribution:

YT
Pl < ab) = A (2L 2T) 0

where v = (1,71,72,...)" and 6 = (1,61,82,...)" are the coefficient vectors that have to be

estimated.
These coefficient vectors v and ¢ are also estimated by maximizing the log-likelihood func-

tion given by Equation 2. However, the probability of the observed outcome for the multi-
categorical predictand is

P(y; < q1|xi) Vi <q1
mi = Plyi < qjlxi) — P(yi < qj—1lxi) qj—1 <vi < gy (7)
1 — Py < qglxi) Yi > qJ

(Messner et al. 2013) where J is the number of thresholds ¢; that have been selected for the
fitting calculation.

2.3. Heteroscedastic ordered logistic regression (HOLR)

Ordered logistic regression — also known as ordered logit, proportional odds logistic regression,
or cumulative link model — is a popular regression model from statistics and econometrics for
ordinal data, which has not received much attention in meteorology so far. Like extended
logistic regression it is an extension of standard logistic regression for multi-categorical and
ordered predictands. Different to extended logistic regression, separate intercepts ¢; are fitted
for each selected threshold instead of modeling them as a linear function of the (transformed)
thresholds.

Py < gjlx) = A(0; —x" ) (8)

where the estimated separate intercepts 6; are only constrained to be ordered (§; < 6 <
-+ < 0y). Because the intercepts of the regression lines are fully determined by 6; further
intercepts are not needed anymore so that x = (1, z2, ... )T must not contain any constant.

The separate intercepts for each threshold imply the estimation of more coefficients than for
extended logistic regression. Furthermore only the probabilities for the thresholds ¢; employed
in the estimation can be derived, so that Equation 8 does not specify full continuous predictive
distributions. In return, ordered logistic regression does not assume a continuous distribution
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Figure 1: Schematic figure of regression lines fitted with extended, ordered, or censored logistic
regression with one predictor variable z1 and J = 3 thresholds (¢, g2, ¢3).

for the transformed predictand. Thus no (possibly non-existent) transformation has to be
determined to fulfill this assumption.

Similar to heteroscedastic extended logistic regression, a heteroscedastic version of ordered
logistic regression also allows control of the scale (variance) of an underlying latent distribution
with additional predictor variables (Agresti 2002).

T
Pl < gl =4 (222 ©

Note that here also no constant is needed in z = (21, 29,...) "

Maximum likelihood estimation with the same log-likelihood function as for extended logistic
regression (Equations 2 and 7) is used to estimate the coefficients 6;, 3, and ¢.

2.4. Heteroscedastic censored logistic regression (HCLR)

Above we have shown that extended logistic regression assumes a conditional logistic dis-
tribution for the transformed predictand. The maximum likelihood estimation with the
log-likelihood function given by Equations 2 and 7 fits the selected category probabilities.
However, if the predictand is given in continuous form, the model described by Equation 6
can also be estimated with the log-likelihood function from Equation 2 with

(y)—x"v
) —x! €xp _gex z
= A (g(yz) x 7) . (es) (10)

exp(z'd) exp(z'd) [1 + exp (_%ﬂ 2

where A(-) denotes the likelihood function of the standard logistic distribution. The likelihood
is notationally identical to the probability density function (i.e., the derivative of Equation 6
with respect to g(g;)), but differs because it is a function of the parameter vectors v and &
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Model SLR (H)OLR (H)XLR (H)CLR

Type Separate Ordered Extended Censored
Intercepts Unconstrained  Ordered Lin. fun. of g(¢) Lin. fun. of g(q)
Slopes Separate Joint Joint Joint

Number of parameters KJ K+J K+2 K+2

Implies cont. distribution No No Yes Yes

Estimation based on Thresholds Thresholds Thresholds Cont. distribution
Heteroscedasticity No Yes (optional)  Yes (optional) Yes (optional)

Table 1: Overview over the different logistic regression models with respect to
their parametrization and the likelihood. K is the number of predictor variables
(x1,%2,...,21,%2,...) and J is the number of thresholds g;.

for a fixed predictand value y;, rather than being a function of y; given fixed values for v and
6. In this way, the m; employed for fitting the model are not the likelihoods for predictands
falling into discrete intervals, but rather the likelihoods that they take on their exact observed
values. This model can also be interpreted as a linear regression model with a (heteroscedastic)
logistic error distribution.

Non-negative variables, e.g., wind speeds or precipitation amounts, are only continuous for
positive values and have a natural threshold at 0. This non-negativity can easily accommo-
dated using censored regression (first discussed by Tobin 1958, for the Gaussian case) where

the m; are replaced by
9(0)—x"~ o
A ( exp(z ' 6) ) yi =0

A (ge(fi;)(}‘ ;)7) yi >0

(11)

in Equation 2.

This heteroscedastic censored logistic regression fits a logistic error distribution with point
mass at zero to the transformed predictand. While such an error distribution seems reasonable
for square root transformed precipitation amounts (Scheuerer 2013; Schefzik et al. 2013),
usually other error distributions are assumed for wind speed. For example Thorarinsdottir
and Gneiting (2010) proposed to fit a truncated normal distribution to the untransformed
wind speed. In this case, in Equations 6 and 10 the logistic distribution is replaced with a
truncated normal distribution and g¢(y) is set to g(y) = y. Note that Thorarinsdottir and
Gneiting (2010) called this model also heteroscedastic censored regression although actually
the data is considered to be truncated and not censored. In the following we therefore denote
this model as heteroscedastic truncated Gaussian regression (HT'GR) which we also employ
as benchmark model for wind speed.

2.5. Comparison

Table 1 summarizes the major differences between the 4 different logistic regression models
that were presented above. Extended logistic regression (XLR) and censored logistic regres-
sion (CLR) (and their heteroscedastic versions HXLR and HCLR, respectively) are essentially
the same models and only differ in their parameter estimation. They have the fewest parame-
ters of the compared models but imply continuous distribution assumptions. Ordered logistic
regression (OLR) and its heteroscedastic version (HOLR) avoid this continuous distribution
assumption but require estimation of more coefficients than (H)XLR and (H)CLR. With its
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Model gly) x z
SLR Separate logistic regressions - (1,M,S*M)T —
HOLR Het. ordered logistic regression — M S
HXLR Het. extended logistic regression Vy o (LM ) (1,8)"
HCLR Het. censored logistic regression vy o (LM )T (1,8)7
HTGR Het. truncated Gaussian regression y (1, M,)" (1,87

Table 2: List of different statistical models. g(y) is the transformation, x are vectors of pre-
dictor variables for the location (mean) and z are predictor variables for the scale (variance).
M and S are the mean and standard deviation of square root transformed ensemble forecasts
respectively and M, and S, are the mean and standard deviation of the untransformed en-
semble forecasts respectively. For wind speed forecasts M, S, M,, and S, are derived from
10m wind speed ensemble forecasts and for precipitation forecasts M and S are derived from
total precipitation ensemble forecasts.

unconstrained slope estimates, separate logistic regressions SLR is more flexible than OLR
but requires estimation of even more coefficients. Figure 1 shows schematic parallel regression
lines for XLR, CLR, or OLR. In contrast to these models, regression lines from SLR would
not be constrained to be parallel and so could potentially cross, which would lead to nonsense
negative probabilities.

3. Data

To compare the presented ensemble post-processing methods, we used 10 meter wind speed
observations (10 minute average) and 24-h accumulated precipitation amount from the two
European weather stations Paris—Orly (48.717 N, 2.383 E) and Wien—Hohe- Warte (48.249 N,
16.356 E). As input for the statistical models, 10m wind speed and total precipitation ensemble
forecasts from the European Centre for Medium Range Weather Forecasts (ECMWF') were
linearly interpolated from neighboring grid points to the station locations. The data were
available from April 2010 to December 2012 and we mainly considered the lead times 24, 48,
and 96 hours for this study.

Since the predictands were square root transformed for most regression models (see Sec-
tion 4) we mainly used the mean and standard deviation of square root transformed ensemble
forecasts as predictor variables. For HT'GR the untransformed predictand is used, following
Thorarinsdottir and Gneiting (2010). Consequently we employed the mean and standard
deviation of the untransformed ensemble forecasts as input for this model.

As thresholds ¢; we defined M = 9 climatological deciles that are estimated for each location
and predictand variable separately. Note that for precipitation several deciles are 0 and are
merged to one threshold.

We found the ensemble spread to improve the forecasts of all statistical models, indicating
useful spread-skill relationships. Therefore we only show results for the heteroscedastic models
in the following. For separate logistic regressions the product of ensemble mean and spread is
included as additional predictor variable (Wilks and Hamill 2007). Table 2 lists the different
models that are compared in the following in detail.
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Figure 2: Intercepts 6; from heteroscedastic ordered (HOLR) and extended logistic regression
(HXLR) relative to threshold values, for the locations Wien—Hohe-Warte and Paris—Orly, lead
time 48 hours, and the predictands wind speed (left) and 24 hours accumulated precipitation
amount (right). For better comparability intercepts are normalized with 8 respectively. The
square root is used as transformation for HXLR (g(q;) = \/q;)-

4. Results

Before comparing the performance of the different ensemble post-processing methods we show
how ordered logistic regression can be used to determine appropriate transformations g() for
extended logistic regression. The crosses and plus-signs in Figure 2 show the fitted intercepts
from ordered logistic regression (HOLR) for the two locations and two predictands. For
both locations and variables these plots suggest that the intercepts can be parameterized as
being proportional to the square roots of the thresholds. Thus we fitted HXLR models with
9(qj) = \/q; and added the corresponding HXLR intercept functions 6; = Sy + a,/q; as lines
in Figure 2. For both predictand variables and locations the HXLR intercept functions fit the
HOLR intercepts reasonably well. Note that similar figures can also be used to compare the
intercepts of extended logistic regression with those of separate logistic regression (e.g., Ruiz
and Saulo 2012). However, the varying slope coefficients then complicate the comparison.

Figure 2 already suggests that HXLR and HOLR predict similarly well. In the following we
compare these and the other statistical models more thoroughly. Because all models provide
probabilistic forecasts for discrete intervals we mainly employ the ranked probability score
(RPS; Epstein 1969; Wilks 2006b) to characterize forecast accuracy:

J
RPS=> (P(y < qjlx) — I(y < ¢))° (12)
j=1

where J is the number of thresholds and I(-) is the indicator function. For each model, forecast
location, and lead time we applied 10-fold cross validation to get independent training and
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Figure 3: Ranked probability skill score (RPSS) relative to heteroscedastic extended logistic
regression (HXLR) of wind speed (left) and 24 hours accumulated precipitation amount (right)
for different models (see Table 2 for details) and locations. 9 climatological deciles that were
computed separately for each forecast location are used as thresholds. Positive values indicate
improvements over HXLR. The solid circles mark the median and the boxes the interquartile
ranges of the 250 values from the bootstrapping approach, the whiskers show the most extreme
values that are less than 1.5 times the length of the box away from the box, and empty circles
are plotted for values that are outside the whiskers.

test data sets. To estimate the sampling distribution for the average RPS we computed means
of 250 bootstrap samples. To compare the models with a reference model we finally computed
ranked probability skill scores (RPSS):

RPSS =1 - 25 (13)
RPSer

where RPS,.sis the RPS of appropriate reference forecasts.

Figure 3 shows the RPSS relative to HXLR for different models, lead times, locations, and
predictand variables. HOLR performs equally well or slightly better than HXLR for all
locations, lead times, and predictand variables. For precipitation in Paris forecasts of HXLR
and HOLR are nearly identical which is consistent with Figure 2 where the HXLR intercept
function almost perfectly interpolates the HOLR intercepts. Separate logistic regressions
(SLR) mostly performs worse than HXLR. Exceptions are wind speed forecasts in Wien for
24 and 96 hours lead time and precipitation forecasts in Paris for 24 hours lead time. However,
note that the RPS (Equation 12) does not penalize the partly inconsistent forecasts from SLR.
HCLR and HTGR also tend to perform worse than HXLR. While for Paris HTGR is slightly
better than HCLR there is no clear preference for one of these models in Wien.
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Figure 4: Ranked probability skill score (RPSS) relative to the raw ensemble (ensemble
relative frequencies within each interval) in Wien—Hohe- Warte for different training data
lengths and models (see Table 2 for details) and lead time 48 hours. 9 climatological deciles
are used as thresholds for wind speed and 3 for precipitation.
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Figure 5: Continuous ranked probability skill score (CRPSS) relative to heteroscedastic ex-
tended logistic regression (HXLR) and their bootstrap sampling distributions in Wien—Hohe-
Warte for different predictands, models (see Table 2 for details), and locations. Positive
values indicate improvements over HXLR.

Because the different statistical models differ considerably in their number of estimated coef-
ficients (SLR: 3J, HOLR: 2+ J, HXLR, HCLR, HTGR: 4) it is also interesting to compare
their performance for different training data lengths. Figure 4 shows RPSS for windspeed and
precipitation forecasts for 48 hours lead time at Wien, relative to the raw ensemble interval
relative frequencies. It can be seen that all models lose skill with a reduced training data set.
With the largest parameter count SLR clearly loses most and for wind speed even performs
worse than the raw ensemble (RPSS < 0) when the training data contains only 50 days. The
other models exhibit comparable skill reductions in response to decreasing training data.

HCLR basically fits the same model as HXLR, with the only difference being that the esti-
mated model parameters optimize either the selected category probabilities (HXLR) or the
continuous predictive distribution (HCLR). Since the RPS only measures the quality of the
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Figure 6: Reliability diagrams for predicted probabilities to fall below the first climatological
decile P(y < q1|x) for Wien—Hohe-Warte, lead time 48 hours, and different models. Forecasts
are aggregated in 0.1 probability intervals. Calibration functions for wind speed are plotted as
red ’x’ and for precipitation amount as green '+’ and are only shown for intervals with more
than 10 forecasts. Refinement distributions for wind speed are plotted in the bottom right
corner in red and for precipitation in the top left corner in green. 95% consistency intervals
derived from consistency re-sampling (Brécker and Smith 2007) are shown as red and green
shaded areas respectively. Note that due to the frequent zero observations ¢; = g2 = -+ = ¢g
for precipitation so that P(y < q1]x) = P(y < ¢s|x) = P(y = 0|x).

selected category probabilities the better RPS of HXLR in Figure 3 is not surprising. To
compare also the quality of the full predictive distributions we therefore employ the contin-
uous ranked probability score (CRPS; Matheson and Winkler 1976; Hersbach 2000; Wilks
2006b) that generalizes the RPS to full predictive distributions.

crps= [ T (Pl < tx) — (s < 1))%dt (14)

Analogously to Figure 3 the continuous ranked probability skill score (CRPSS) relative to
HXLR is shown in Figure 5. In contrast to the RPSS (Figure 3) the CRPSS clearly favors
HCLR for both locations and predictand variables. Note that the large improvement of HCLR
over HXLR for precipitation in Wien mainly stems from HXLR’s bad forecast performance
for very high precipitation amounts. The inclusion of additional thresholds in the parameter
fitting process (e.g., climatological 0.95-quantile) substantially improved the CRPS of HXLR
and consequently diminished the CRPSS of HCLR (not shown).

For wind speed, Figure 5 also shows the CRPSS for HTGR. As in Figure 3 HCLR and HTGR
show similar CRPSS for Wien while HTGR is slightly preferred for Paris, which suggests
that there the real error distribution is better estimated by a truncated normal than by a
censored transformed logistic distribution.

Finally Figures 6 and 7 show reliability diagrams (e.g., Wilks 2006b) for the lower and upper
climatological deciles, respectively, for 48 hours lead time at Wien. With few exceptions the
observed conditional relative frequencies of both predictand variables lie within the 95% con-
sistency intervals (Brocker and Smith 2007) with only minor differences between the different
statistical models. Similarly, the refinement distributions in Figures 6 and 7 show only little
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Figure 7: Same as Figure 6 but for predicted probabilities to fall below the upper climatolog-
ical decile P(y < gg|x).

differences between the different models. Only for zero precipitation SLR and HOLR have
slightly sharper forecasts than HXLR and HCLR (forecasts more frequently close to 0 and 1).

5. Summary and conclusion

Extended logistic regression fits predictand category probabilities by assuming a conditional
logistic distribution for the transformed predictand (Scheuerer 2013; Schefzik et al. 2013;
Messner et al. 2013). However, for some applications the transformed predictand cannot
be assumed to follow a logistic distribution. Moreover, fitting selected category probabilities
implies disregarding available information when the predictand is actually given in continuous
form.

In this study we compared extended logistic regression with two closely related regression
models from statistics and econometrics. Ordered logistic regression is very similar to ex-
tended logistic regression but avoids a continuous distribution assumption. On the other
hand, censored logistic regression fits the same model as extended logistic regression but uses
each individual predictand value in the training data set instead of the selected category
probabilities. As further benchmark models we also employed separate logistic regressions
and a truncated Gaussian regression model (Thorarinsdottir and Gneiting 2010). The perfor-
mance of the different statistical models was tested with wind speed and precipitation data
from two European locations and ensemble forecasts from the ECMWEF. Overall, the logis-
tic distribution assumption seemed to be quite appropriate for the square-root-transformed
predictands, at both locations and for both predictand variables. Thus, the performance dif-
ferences between ordered and extended logistic regression were only minor. However, because
no continuous distribution has to be assumed, ordered logistic regression should generally be
preferred if solely threshold probabilities are required.

Since extended logistic regression fits selected category probabilities, it is actually not sur-
prising that RPS skills are higher for this model than for censored logistic regression, which
fits the full continuous predictive distribution. For the same reason it is unsurprising that
censored logistic regression performed better than extended logistic regression according to
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CRPS skill, which evaluates accuracy of the full predictive distributions.

Extended and censored logistic regression assume censored conditional logistic distributions
for the transformed predictand. In contrast, wind speed was assumed to follow a truncated
normal distribution in Thorarinsdottir and Gneiting (2010). A comparison between censored
and truncated regression models showed that the assumption of a truncated normal distri-
bution resulted in slightly better wind speed forecasts than the assumption of a censored
transformed logistic distribution.

As input for the statistical methods we only employed NWP model forecasts for the observa-
tion location and forecast variable. However, all models might potentially be improved with
additional inputs such as NWP model forecasts of other variables and/or locations.

Nevertheless, our results show that the optimal statistical model strongly depends on the
intended application. Ordered logistic regression was best suited for category probability
predictions for the forecasts considered here, given sufficiently long training series. When
the transformed predictand can be assumed to follow a conditional logistic distribution then
extended logistic regression provides equally good category probability forecasts while requir-
ing fewer coefficients and additionally specifying full predictive distributions. However, if the
primary interest is in predicting full continuous probability distributions, censored or trun-
cated regression models should be preferred because they use the information contained in
the training data more fully.

Computational details

Our results were obtained on Ubuntu Linux using the statistical software R 3.0.1 (R Core
Team 2013). Heteroscedastic extended logistic regression and heteroscedastic censored logistic
regression were fitted using the package crch 0.1-0 (Messner and Zeileis 2013). For ordered
logistic regression models we used the package ordinal 2013.9-30 (Christensen 2013).
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Extending extended logistic regression for ensemble post-processing: Extended vs.
separate vs. ordered vs. censored

Abstract

Extended logistic regression is a recent ensemble calibration method that extends
logistic regression to provide full continuous probability distribution forecasts. It ass-
umes conditional logistic distributions for the (transformed) predictand and fits these
using selected predictand category probabilities. In this study we compare extended
logistic regression to the closely related ordered and censored logistic regression mo-
dels. Ordered logistic regression avoids the logistic distribution assumption but does
not yield full probability distribution forecasts, whereas censored regression directly
fits the full conditional predictive distributions. To compare the performance of these
and other ensemble post-processing methods we used wind speed and precipitation
data from two European locations and ensemble forecasts from the European Centre
for Medium-Range Weather Forecasts (ECMWF). Ordered logistic regression per-
formed similarly to extended logistic regression for probability forecasts of discrete
categories whereas full predictive distributions were better predicted by censored
regression.
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