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Abstract

This paper analyzes econometric models of the Davis, Haltiwanger and Schuh (1996) job creation rate. In line with the most recent job creation literature, we focus on employment-weighted OLS estimation. Our main theoretical result reveals that employment-weighted OLS estimation of DHS job creation rate models provides biased marginal effects estimates. The reason for this is that by definition, the error terms for entering and exiting firms are non-stochastic and non-zero. This violates the crucial mean independence assumption requiring that the conditional expectation of the errors is zero for all firms. Consequently, we argue that firm entries and exits should be analyzed with separate econometric models and propose alternative maximum likelihood estimators which are easy to implement. A small-scale Monte Carlo analysis and an empirical exercise using the population of Austrian firms point to the relevance of our analytical findings.
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1 Introduction

During the last three decades the question on which firms are the most important net job creators has triggered heated discussions in both the academic community and among policy makers. Starting with the early insights provided by Birch (1979) the debate centered around the issue whether small or large firms are more successful in creating jobs. A recent study by Neumark et al. (2011) reinforced the crucial role of small firms for net job creation while Haltiwanger et al. (2013a), applying employment-weighted OLS estimation, highlighted the so far neglected role of firm age. Based on an impressive sample of US firms they find that young firms, irrespective of their size, are the most important contributors to net-job creation.

A careful empirical analysis of job creation across different types of firms (small, large, young and old ones) has to take into account several different sources of net job creation or destruction. By definition, newly founded firms create jobs while exiting firms destroy them. Additionally, continuing firms adjust their size and might either increase or decrease their level of employment. Taking these arguments together, when analyzing the determinants of net job creation, one has to simultaneously examine firm entry, firm exit, firm contractions and firm growth to address this issue accurately (see, e.g., Spletzer 2000). In their seminal contributions, Davis and Haltiwanger (1992) and Davis, Haltiwanger and Schuh (1996) proposed a new measure of job creation that permits such an integrated treatment of firm exit, firm entry and employment changes in continuing firms. In particular, the Davis-Haltiwanger-Schuh (DHS) measure (as discussed in more detail below) is defined in a way that the job creation rate of exiting (entering) firms amounts to -2 (2) while continuing firms exhibit job creation rates in the open interval between -2 and 2. This job creation measure provides a convenient way to (descriptively) calculate the relative importance of firm entry and firm exit for net job creation.

So far, several alternative methodological approaches have been put forward in order to empirically address the question on which firms are most important (overall) net job creators. Due to the limited availability of data capturing the whole population of firms and/or plants, the historically first strand of the literature was limited to analyzing this question at a more aggregated level. Consequently, early contributions in this literature constructed average DHS job creation rates at e.g., age-size-industry-year cells and used the respective cell-means as observational unit in a simple regression framework estimated via (weighted) OLS (see, e.g., Dunne et al. 1989; Baldwin et al. 1998; Faberman 2003; Stiglbauer et al. 2003 and Armington and Acs 2004). More recent contributions include
Moscarini and Postel-Vinay (2012) and Haltiwanger et al. (2013a) where the latter also show that this cell-means approach is equivalent to applying employment-weighted OLS to firm level data. Second, some authors argue that the DHS job creation rate induces censoring at the \([-2, 2]\) interval and, thus, apply Tobit estimation to firm and/or plant level data (see, e.g., Ibsen and Westergaard-Nielsen 2005; Ilmakunnas and Maliranta 2005 and Guertzgen 2009). The Tobit model, however, seems be inappropriate in this case, since it assumes a theoretical distribution of firm level job creation rates with support outside the \([-2, 2]\) interval, while the DHS job creation rate, by definition, is bounded by -2 and 2. Finally, the most recently established methodological approach also relies on firm and/or plant level data and applies (weighted) OLS estimation to one- and two-way models (see, e.g., Burgess et al. 2000; Haltiwanger and Vodopivec 2003; Voulgaris et al. 2005) or to saturated models containing firm size and age dummies as well as interactions thereof (see, e.g., Haltiwanger et al. 2013a).

This paper aims at contributing to the job creation literature by analyzing econometric models of the DHS job creation rate. We will specifically focus on the third strand of the empirical literature which applies employment-weighted OLS estimation to a saturated model. Since, this approach is equivalent to constructing cell-means as the unit of observation, our findings are also applicable to the earlier literature. Our main result reveals that, in general, employment-weighted OLS estimation of the DHS job creation delivers inconsistent and biased parameter and marginal effects estimates. The reason for this is that by definition, the error terms for entering and exiting firms are non-stochastic and non-zero. Even in saturated models this violates the crucial mean independence assumption requiring that the conditional expectation of the errors is zero for all firms. We further illustrate the bias in a saturated two-way interaction model and, thereby, are able to show that the bias increases with the (absolute) net-entry rate (i.e., entry minus exit) and it disappears if each age-size cell either contains exclusively entering, continuing or exiting firms. Therefore, pooling of entering, exiting and continuing firms in single cells necessarily yields biased and inconsistent estimates.

With this finding at hand and in line with the empirical firm growth literature (see, e.g., Sutton 1997; Hart 2000 and Coad 2009 for surveys), we propose an alternative three-part estimation procedure that allows to obtain unbiased estimators and is simple to implement. Based on the assumption of a lognormal firm size distribution for the continuing firms we formulate a maximum-likelihood estimator that is equivalent to applying simple OLS estimation for employment growth measured in terms of the log difference for con-

\[1\] Actually, the parameters of the weighted OLS regression coincide with the cell means in a saturated model that includes all interaction effects as shown by, e.g. Searle (1987, p. 102).
continuing firms only. This together with a probit model for exiting firms and accounting for job creation by entering firms constitute our three-part approach, which does not need to pool over all observations as it is the case in the saturated and employment-weighted model for the DHS job creation rate. We also briefly discuss a possible generalization to a multi-part model which allows the marginal job creation effects to differ between growing and declining (continuing) firms and is less restrictive in comparison to the lognormal three-part model.

In a next step we validate our theoretical findings with both, a small-scale Monte Carlo analysis and an empirical application for the population of Austrian firms observed over the period 1993 to 2009. The Monte Carlo analysis confirms our theoretical results documenting biased point estimates in the employment-weighted OLS regressions that pool over all observations. By contrast, the alternative three-part model delivers unbiased estimates. Our empirical exercise reveals (substantial) differences in the (employment-weighted) estimated marginal firm size and age effects across the different econometric models, again lending support to our theoretical finding. The bias from employment-weighted OLS estimation is most pronounced for the groups of smallest and youngest firms. With regard to firm age we are able to confirm that all employment-weighted OLS estimates are downward biased, underestimating the (true) role of firm age. With regard to firm size, the employment-weighted OLS estimator underestimates the (employment-weighted) job creation rates for the smallest Austrian firms.

2 The econometrics of job creation rates

The three different sources for net job creation at the firm-level are entry, employment changes in continuing firms and exit. Formally, in each year \( t \) the population of firms can be partitioned into three groups (see Horrace and Oaxaca 2006 for a similar approach in the context of the linear probability model).

\[
G_x = \{ i | y_{it} = 0 \} \text{ (exiting firms)} \\
G_c = \{ i | y_{i,t-1} \neq 0 \text{ and } y_{it} \neq 0 \} \text{ (continuing firms)} \\
G_n = \{ i | y_{i,t-1} = 0 \} \text{ (entrants)},
\]

with corresponding probabilities \( p_k = P(i \in G_k) \), \( k = x, c, n \) with \( p_x + p_c + p_n = 1 \). In empirical applications, these probabilities may be specified as a function of exogenous explanatory variables and thus may be firm-specific.
Following the job creation literature and in line with Davis and Haltiwanger (1992) and Davis, Haltiwanger and Schuh (1996), we measure a firm $i$’s net job creation over the period $t - 1$ to $t$, by

$$g_{it} = \frac{2y_{it} - y_{i,t-1}}{y_{it} + y_{i,t-1}} = \begin{cases} 
-2 & \text{if } i \in G_x \\
\frac{2y_{it}/y_{i,t-1} - 1}{y_{it}/y_{i,t-1} + 1} & \text{if } i \in G_c \\
2 & \text{if } i \in G_n,
\end{cases}$$

where $y_{it}$ denotes a firm’s number of employees at time $t$. The main advantage of this measure is that the (net) job creation rate is defined for all observations, i.e., also for entrants ($y_{i,t-1} = 0$) and exiting firms ($y_{it} = 0$) and it can easily be used to calculate aggregate net job creation rates, e.g., for size or age groups and/or for specific industries. However, this convenience comes at the cost of spikes (i.e., non-linearities) of the distribution of $g_{it}$ at $-2$ and $2$ in the presence of positive entry and exit rates (probabilities).

In a list of 10 alternative measures surveyed by Tornqvist et al. (1985), $g_{it}$ (denoted there as $H_3$) is shown to be a useful measure for relative changes, but to be non-additive in the time dimension. The log difference $\ln(y_{it}/y_{i,t-1})$ is found to be preferable as it is the only measure of relative change that is symmetric, additive and normed. The drawback of the log differences as a measure of relative change, however, is that it is not defined for exiting and entering firms with $y_{it} = 0$ and $y_{i,t-1} = 0$, respectively.

Econometric models for DHS job creation rates typically pool over all three groups of entering, exiting and continuing firms and, hence, use all observations. The resulting model may be written as

$$g_{it} = \mathbf{x}_{it}'\beta + \varepsilon_{it},$$

where the set of exogenous covariates are collected in a $(K \times 1)$ vector $\mathbf{x}_{it}$ with the corresponding parameter vector $\beta$. $\varepsilon_{it}$ denotes the iid error term. However, this approach suffers from drawbacks both from an economic and an econometric point of view.

In economic terms, the pooling assumption leads to rather implausible comparative statics. A change in any covariate is restricted to affect the expected DHS job creation rate of continuing firms in the same way as that of exiting and entering firms. In view of the empirical evidence provided by the firm growth literature and the IO literature on the determinants of market exit (see, e.g., Caves 1998), this assumption lacks empirical support. To give an example, the pooling assumption requires that the expected DHS job creation rate is the same for both, continuing and exiting small firms. Jovanovic’s (1982) learning theory, by contrast, states that small (and young) firms, which fail to adjust their firm size to an efficient level rapidly, will be more likely to leave the market while
surviving small (and young) firms tend to grow faster, on average.

Econometrically, it can be shown (see the Appendix) that applying weighted OLS to eq. (1) (see, e.g., Burgess et al. 2000; Haltiwanger and Vodopivce 2003; Voulgaris et al. 2005 and Haltiwanger et al. 2013a) yields biased and inconsistent estimates. In general, the bias results from pooling of exiting, entering and continuing firms in a single model and the lack of variation in the error terms for exiting and entering firms. These firms have either \( g_{it} = 2 \) or \( g_{it} = -2 \) and, therefore, non-stochastic errors given by \( \varepsilon_{it} = -2 - x_{it}' \beta \) and \( \varepsilon_{it} = 2 - x_{it}' \beta \), respectively. As a consequence the mean independence assumption for the validity of OLS, namely that \( E[\varepsilon_{it}|x_{it}] = 0 \), is violated for exiting and entering firms, since \( E[\varepsilon_{it}|x_{it}, d_{i,x} = 1] = -2 - x_{it,x}' \beta \) and \( E[\varepsilon_{it}|x_{it}, d_{i,n} = 1] = 2 - x_{it,n}' \beta \), where the indices \( x \) and \( n \) refer to exiting and entering firms and \( d_{i,x}, d_{i,c} \) and \( d_{i,n} \) are indicator variables for exiting, continuing and entering firms, respectively.

In many empirical applications of \( g_{it} \) as dependent variable, the explanatory variables include dummies for size and age classes, in addition to dummies for industries and time. In general and under OLS assumptions a fully saturated model that includes dummies for age and size classes as well as interactions thereof obtains the respective cell means as unbiased estimates regardless of the distribution of disturbances (see Angrist and Pischke 2009, pp. 37 and 48-51). However, this proposition requires that the mean independence assumption \( E[\varepsilon_{it}|x_{it}] = 0 \) holds for all \( i \), where in this example \( x_{it} \) includes the full set of dummy variables that define the saturated model. Since this condition is violated due to the presence of entering and exiting firms, the bias can only be avoided by specifying separate models for these entry and exit cells, respectively. As discussed above, this is also more plausible from an economic point of view.

As a further consequence, econometric models that ignore this issue, pool firms in age-size-industry-year cells and use the respective weighted cell-means as observational unit in a regression framework are also prone to bias (see, e.g., the applications in Dunne et al. 1989 and Moscarini and Postel-Vinay 2012). The corresponding cell-means are biased predictors and as a result (weighted) OLS estimates based on these cell means are also biased.

In order to provide a simple illustration for the bias of the employment-weighted OLS-estimator in models with \( g_{it} \) as dependent variable consider a saturated two-way interaction model that only contains dummies for size and age groups and interactions thereof. The first age group refers to entering firms with zero age, which can be interpreted as the inclusion of an entry dummy variable. We index the corresponding cells by \( h = 1, \ldots, H \).
(see, e.g., Searle, 1987, chapter 4 for a discussion of such a model). For simplicity, we consider an age-size cell $h$ in a cross-section of DHS job creation rates, $g_{ih}, i = 1, \ldots, n_h,$ between two periods $t$ and $t - 1$ and skip the time index. The corresponding econometric model is thus given by $g_{ih} = \mu_h + \varepsilon_{ih}$ and the cell weights are denoted by $w_{ih}$ with $\sum_{i=1}^{n_h} w_{ih} = 1$ and are typically specified as $w_{ih} = \frac{y_{ih} + y_{ih,-1}}{\sum_{k=1}^{n_h} y_{kh} + y_{kh,-1}}.$ Following the literature (see, e.g. Haltiwanger et al. 2013a), we treat these weights as fixed and exogenously given.\(^2\) The weighted OLS estimator minimizes the weighted sum of squared residuals ($WS$). Thus, the first order condition and the corresponding weighted OLS estimator read as

$$WS = \sum_{h=1}^{H} \sum_{i=1}^{n_h} w_{ih}(g_{ih} - \mu_h)^2$$

$$\frac{\partial WS}{\partial \mu_h} = -2 \sum_{i=1}^{n_h} w_{ih}(g_{ih} - \mu_h) \Rightarrow \hat{\mu}_h = \sum_{i=1}^{n_h} w_{ih}g_{ih}. $$

\(\hat{\mu}_h\) can be rewritten as

$$\hat{\mu}_h = \sum_{i=1}^{n_h} w_{ih}g_{ih}d_{ih,x} + \sum_{i=1}^{n_h} w_{ih}g_{ih}d_{ih,c} + \sum_{i=1}^{n_h} w_{ih}g_{ih}d_{ih,n} = -\sum_{i=1}^{n_h} w_{ih}2d_{ih,x} + \sum_{i=1}^{n_h} w_{ih}(\mu_j + \varepsilon_{ih}) d_{ih,c} + \sum_{i=1}^{n_h} w_{ih}2d_{ih,n}. $$

Using $E[\varepsilon_{ih}|d_{ih,c} = 1] = 0$ and $\sum_{i=1}^{n_h} w_{ih} = 1,$ the bias of $\hat{\mu}_h$ can then be derived as\(^3\)

$$E[\hat{\mu}_h] = E\left[ -\sum_{i=1}^{n_h} w_{ih}2d_{ih,x} + \sum_{i=1}^{n_h} w_{ih}(\mu_j + \varepsilon_{ih}) d_{ih,c} + \sum_{i=1}^{n_h} w_{ih}2d_{ih,n} \right] = 2(p_{h,n} - p_{h,x}) + (1 - p_{h,x} - p_{h,n})\mu_h$$

$$E[\hat{\mu}_h - \mu_h] = -(p_{h,x} + p_{h,n})\mu_h + 2(p_{h,n} - p_{h,x}). $$

---

\(^2\)It can be shown that the typically used weights are endogenous. Consequently, the weighted OLS estimator of the saturated model is a highly non-linear function of $g_{ih}.$ To our knowledge, this issue has so far been neglected in the literature on the estimation of DHS job creation rates and the econometric properties of this estimator still have to be established. This, however, is beyond the scope of our paper, but we take up this issue in our Monte Carlo experiments discussed below.

\(^3\)With firm-specific state-probabilities, the bias is given as

$$E[\hat{\mu}_h - \mu_h] = 2 \left( \sum_{i=1}^{n_h} w_{ih}p_{ih,n} - \sum_{i=1}^{n_h} w_{ih}p_{ih,x} \right) - \sum_{i=1}^{n_h} w_{ih}\mu_h(p_{ih,n} + p_{ih,x}).$$
With exogenously given weights, the bias is dominated by \(- (p_{h,x} + p_{h,n}) \mu_h\) if the difference in the entry and exit probabilities is small. This would be the case if expected net-entry rates are low (i.e., \(p_{h,x} \approx -p_{h,n}\)). Moreover, the bias will be negative and more pronounced the larger the sum of entry and exit probabilities are or, equivalently, the lower the probability weight of the continuing firms is. The sign of the bias is unambiguously negative if \(p_{h,x} > p_{h,n}\), (i.e., the probability weight of exiting firms is larger than that of entering firms). This result also illustrates that we obtain unbiased estimates if each age-size cell either contains exclusively entering, continuing or exiting firms, but no combination of them. In this case we have either \(p_{h,n} = 1\) or \(p_{h,x} = 1\) or \(p_{h,c} = 1\).

To illustrate the connection to the general model derived in the Appendix, we denote the matrix of the weighted explanatory variables by \(X^*\) and \(e^*\) a vector of ones multiplied elementwise with the weights \(w_{it}\), respectively. The bias then amounts to

\[
E[\hat{\beta} - \beta | X^*] = - (p_x + p_n) \beta + 2(p_n - p_x) (X'^*X^*)^{-1} X'^*e^*
\]  

(3)

In the saturated model discussed above each column in \(X^*\) refers to a dummy for one cell multiplied elementwise with the corresponding weights. It can easily be verified that in this case \((X'^*X^*)^{-1} X'^*e^*\) reduces to a vector of ones so that (3) reverts to (2). Again, it becomes clear that the bias originates from pooling all three types of firms into one single model.

In the following we present two alternative procedures, which allow to consistently estimate the DHS job creation rate and are easy to implement. To start with, one can estimate separate equations for the entering, exiting and continuing firms in a three-part model. In particular, for continuing firms we consider the log change in firm size \(l_{it} = \ln(y_{it}) - \ln(y_{i,t-1})\) and derive the implied employment growth rate as

\[
g(l_{it}) = 2 \frac{e^{l_{it}} - 1}{e^{l_{it}} + 1}
\]

\[l_{it} = \ln z_{it} + \ln \eta_{it},\]

where \(\ln z_{it}\) denotes the conditional mean.\(^4\) \(\ln \eta_{it}\) is an \(iid\) random disturbance with expectation 0. For continuing firms the conditional expectation of \(g_{it}\) is non-linear in \(l_{it}\)

\(^4\)Alternatively, one could consider the transformation \(g_{it} \rightarrow l(g_{it})\). This means specifying the true model as \(g_{it} = z_{it} + \eta_{it}\) and deriving the implied linear approximation \(l(g_{it})\). For empirical applications, this alternative transformation is not useful, since it does not guarantee that \(-2 \leq g_{it} \leq 2\) and, furthermore, in this case \(l_{it}\) might not be defined for continuing firms. In general, the predicted values of \(g_{it}\) will deviate from 2 (-2) in case of entry (exit) when assuming this alternative data generating process.
and the linear approximation of \( g(l_{lt}) \) at \( l_{lt} = 0 \) is given by

\[
g(l_{lt}) = 2 \left( e^{l_{lt}} - 1 \right) + 1 \approx 0 + 2 \left( e^{l_{lt}} + 1 - \left( e^{l_{lt}} - 1 \right) \right) e^{l_{lt}} \left| _{l_{lt}=0} \right. \quad l_{lt} = 2 \left( \frac{2}{2} l_{lt} = l_{lt}, \right.
\]

implying that for continuing firms a regression of \( g_{lt} \) on a set of explanatory variables in logs may be interpreted as a linear approximation of \( g_{lt} \) in terms of \( l_{lt} \).

For simplicity, for the group of continuing firms we assume that the error term \( \eta_{lt} \) is distributed as \( i.i.d. \) lognormal so that a consistent ML estimator can easily be derived. However, other distributional assumptions are possible. For example, to account for the non-(log-)normal and asymmetrically skewed distribution of firm growth rates among continuing firms one could use the asymmetric exponential power distribution as proposed by e.g., Komunjer (2007), Zhu and Zinde-Walsh (2009) and Bottazzi and Secchi (2011). In general the asymmetric exponential power distribution is able to deal with ‘tent-shaped’ type of empirical distributions with asymmetric tails. Alternatively, a multi-part model based on five types of firms (exiting, shrinking, stagnating, expanding and entering firms, respectively) would explicitly account for a mass of zeros and asymmetric size adjustments.

The growth rate distribution of continuing firms (i.e., conditional on \( y_{it} \neq 0 \) and \( y_{i,t-1} \neq 0 \))

Analytically, for \(-2 < g_{lt} < 2\) we have

\[
l(g_{lt}) = \ln(2 + g_{lt}) - \ln(2 - g_{lt}) = \ln(2 + z_{lt} + \eta_{lt}) - \ln(2 - z_{lt} - \eta_{lt}), \quad \text{and}
\]

\[
l(g_{lt}) = \begin{cases} 
-\infty & \text{if } g_{lt} = -2 \text{ (exit)} \\
\ln(2 + g_{lt}) - \ln(2 - g_{lt}) & \text{if } g_{lt} = 2 \text{ (entry)} \\
\infty & \text{if } g_{lt} = 2 \text{ (entry)} 
\end{cases}
\]

This model implies that the conditional expectation of \( g_{lt} \) is linear, while that of \( l_{lt} \) is non-linear. However, at \(-2 < g_{lt} < 2\) the linear approximation of \( l_{lt} \) at 0 yields \( l_{lt} \approx g_{lt} \), since

\[
\ln \left( 2 + g_{lt} \right) - \ln \left( 2 - g_{lt} \right) \approx \ln \left( 2 \right) - \ln \left( 2 \right) + \frac{1}{2} g_{lt} - \frac{1}{2} \left(-1\right) g_{lt} = g_{lt}.
\]

\(^5\)Zhu and Zinde-Walsh (2009) show that the asymptotic properties of an asymmetric exponential power distribution based maximum likelihood estimator are only valid when both tail parameters exceed 0.5. For the data at hand (which will be discussed in Section 4) this criterion is not fulfilled and, therefore, the asymmetric exponential power distribution does not form a valuable alternative for our case. On potential reason for this might be that more than 40 percent of all observed job creation rates exactly amount to 0.
0), measured in log differences, under the assumption of log-normality is given by

\[ f(l_{it}\mid y_{it} \neq 0, y_{i,t-1} \neq 0) = \frac{1}{\sqrt{2\pi}} \frac{1}{\sigma} e^{-\frac{1}{2} \left( \frac{l_{it} - \ln(z_{it})}{\sigma^2} \right)^2}. \]  

(4)

Then, in a three-part model the contribution to the likelihood function referring to exiting and continuing firms in period \( t \) can be written as

\[ L_t(\gamma, \beta, \sigma) = \prod_{G_x} p_{it,x}(\gamma; x_{it}) \prod_{G_c} (1 - p_{it,x}(\gamma; x_{it})) f(\beta, \sigma; l_{it}, x_{it}). \]

In this model the entry probability is not included because firm-specific pre-entry characteristics are not observable. Consequently, in order to incorporate the third part of the model, \( p_{it,n} \), we add the employment-weighted job creation rates for entering firms within each cell. The parameter vector of the model for the probability of exit \( p_{it,x} \) may be estimated by a separate Probit model. The parameters of the specification for the continuing firms, \( \beta \) and \( \sigma^2 \), can be estimated by maximizing the likelihood based on the density from equation (4) excluding the observations referring to entering and exiting firms. As demonstrated in Footnote 6, the ML estimates of the \( \beta \) parameters are numerically equivalent to the OLS estimates in a regression with the left hand side variable measured as log difference in firm size.

A more general multipart-model may be motivated by the literature on employment adjustment under non-convex adjustment costs (see, e.g., Di Iorio and Fachin 2004, Nilsen et al. 2007 and Lapatinas 2009). This work suggests separate models for exiting, shrinking, stagnating and expanding firms and for entrants. Following e.g., Nilsen et al. (2007), one first estimates a general discrete choice model, in our case the multivariate probit (see Capellari and Jenkins 2003), based on the latent variable

\[ y_{it,k}^* = x'_{it} \gamma_k + \varepsilon_{it,k}, \quad k \in \{\text{exiting, shrinking, stagnating, expanding}\}, \]

where \( \varepsilon_{it,k} \) is allowed to be correlated across the alternatives. The model is estimated by simulated maximum likelihood using the Geweke-Hajivassiliou-Keane smooth recursive

\[ f(\eta(g_{it}) - 2 < g_{it} < 2) = (1 - p_{it,n} - p_{it,x}) \frac{1}{\sqrt{2\pi}} \left( \frac{2 + g_{it}}{2 - g_{it}} \right) \frac{4}{\sigma^2} e^{-\frac{1}{2} \left( \frac{\ln(2 + g_{it}) - \ln(2 - g_{it}) - \ln(z_{it})}{\sigma^2} \right)^2}. \]

Note that \( \ln(2 + g_{it}) - \ln(2 - g_{it}) = l_{it} \) and, thus, the parameter estimates of the resulting model are numerically identical to the OLS estimates of a model with \( l_{it} \) as the dependent variable.
conditioning simulator. This simulator is based on a useful property of the multivariate normal distribution function, namely that it can be decomposed in a product of sequentially conditioned univariate normal distribution functions that are easy to evaluate accurately.

The second part of the model postulates separate linear models for shrinking and growing firms using \( l_{it} \) (i.e., the log-difference in the number of employees) as dependent variable. These models can be estimated by OLS as shown for the more restrictive three-part model discussed above. Note, also in the multi-part model entering firms have to be treated as in the three-part model.

In the multi-part setting, model predictions are based on estimated probabilities from the multivariate normal and the two outcome equations for shrinking and growing firms using

\[
\hat{g}_{it,s} = 2 e^{\hat{\ell}_{it,s} - 1} / e^{\hat{\ell}_{it,s} + 1}
\]

\[
\hat{g}_{it,g} = 2 e^{\hat{\ell}_{it,g} - 1} / e^{\hat{\ell}_{it,g} + 1}
\]

\[
\hat{g}_{it,c} = \hat{p}_{it,s} \hat{g}_{it,s} + \hat{p}_{it,g} \hat{g}_{it,g},
\]

where the index \( s(g) \) refers to shrinking (growing) firms. In the three-part model the corresponding predicted growth rate of exiting and continuing firms is calculated as

\[
\hat{g}_{it} = -2 \hat{p}_{it,x} + (1 - \hat{p}_{it,x}) \hat{g}_{it,c}.
\]

Lastly, and in line with the discussion from above we set the DHS job creation rate of entering firms to 2 as we do not model the industry-time specific entry rates explicitly.

In order to analyze the overall impact of firm size and firm age on net job creation, we have to aggregate individual job creation rates within different firm groups. Based on the DHS approach the job creation rates for various groups of firms (e.g., industry, size and age classes) with index \( h \) that are populated by \( n_t^h \) firms are calculated as (see also Haltiwanger et al. 2013b)

\[
g_t^h = \sum_{i=1}^{n_t^h} \frac{y_{it} + y_{i,t-1}}{\sum_{k=1}^{n_t^h} y_{kt} + y_{k,t-1}} g_{it} = \frac{2 \sum_{i=1}^{n_t^h} (y_{it} - y_{i,t-1})}{\sum_{k=1}^{n_t^h} y_{kt} + y_{k,t-1}}
\]
or, equivalently, as

\[ g^h_t = 2 \sum_{i=1}^{n^h_{t,x}} y_{it} - y_{i,t-1} \frac{y_{kt} + y_{k,t-1}}{\sum_{k=1}^{n^h_{t,k}} y_{kt} + y_{k,t-1}} - 2 \sum_{i=1}^{n^h_{t,x}} y_{i,t-1} \frac{y_{kt} + y_{k,t-1}}{\sum_{k=1}^{n^h_{t,k}} y_{kt} + y_{k,t-1}} \]

\[ := g^h_{t,c} + g^h_{t,n} + g^h_{t,x}. \]  

Equations (5) and (6) show that there is no need to estimate a pooled model as in Haltiwanger et al. (2013a, see column 5 in their Table 2). By contrast, it is possible to recover the net job creation rates by calculating \( g^h_{t,c} \) or it’s predictions for the continuing firms and adding the corresponding (weighted) rates referring to the entering and exiting firms, respectively. Accordingly, the proposed three-part model is very simple to implement, since it only requires to estimate a probit model for exit together with an OLS estimation for employment growth measured in terms of the log difference for the continuing firms. Finally, one simply has to add the cell-weighted job creation rates of entering firms as demonstrated in the second term of equation (6). In a similar vein, the multi-part model only requires the estimation of a multivariate probit model together with two OLS estimators for the log-difference in employment for shrinking and expanding continuing firms, respectively.

3 Monte Carlo simulation

In order to analyze the properties of the above discussed estimators in finite samples, we generate DHS job creation rates between time 0 and \( T \) in a cross-section of continuing firms according to the following saturated econometric model:

\[ \ln(y_{iT}) - \ln(y_{i0}) = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i1} x_{i2} + \beta_4 d_{i,1} + \beta_5 d_{i,2} + \ln \eta_i, \]  

where \( x_{i1} \) (firm size) takes the value of 1, if a generated lognormal random variable is smaller than its median value and \( x_{i2} \) (firm age) is a dummy which equals 1 if a generated uniform random variable is smaller than its respective median. Accordingly, \( x_{i1} \) and \( x_{i2} \) are equal to 1 for small and young firms, respectively and both variables are fixed in repeated samples. \( d_{i,1} \) and \( d_{i,2} \) are dummy variables for small and large entering firms, respectively, with the parameters \( \beta_4 \) and \( \beta_5 \) amounting to +2 by construction. \( \beta_0 \) to \( \beta_3 \)
denote the (marginal effects) parameters to be estimated where $\beta_0$ measures the average marginal job creation rate for the omitted reference group of large-old firms.

Log initial size, $\ln(y_{i0})$, is generated as iid $N(0, 1)$ and also kept fixed in repeated samples. It is independent of $\eta_i$, so by construction this setting rules out any bias due to regression to the mean effects.\(^7\) $\ln \eta_i$ is generated as iid $N(0, \sigma^2)$. The true data generating process assumes parameter values $\beta_0 = -0.1$, $\beta_1 = \beta_2 = 0.1$ and $\beta_3 = 0.05$. In economic terms, these parameters reflect the main findings from the empirical firm growth literature, namely that smaller and younger surviving firms tend to grow faster.

In order to obtain a group of entering firms, we generate a Bernoulli random variable $d_{i,n}$, which sets $y_{i0} = 0$ with probability $p_n$. The group of exiting firms is constructed in a way that smaller and younger firms are less likely to survive. More specifically, a firm exits from the market if a generated latent standard normal random variable is lower than $-0.84 + 0.1(x_{i1} - 0.5) + 0.01(x_{i2} - 0.5) - 0.01(x_{i1}x_{i2} - 0.25)$, guaranteeing an expected (aggregated) exit rate of $p_{i,x} = 0.2$. For young and small firms (i.e., $x_{i1} = 1$ and $x_{i2} = 1$) this process imposes an exit probability of 0.41 while the large and old firms (i.e., $x_{i1} = 0$ and $x_{i2} = 0$) exit with a probability of only 0.09. The just described exit for exiting firms we set $y_{iT} = 0$. Lastly, we calculate the DHS job creation rate which is given by $g_{iT} = 2 y_{iT} - y_{i0} y_{iT} + y_{i0}$.

In the Monte Carlo analysis, we carry out alternative experiments that consider combinations of $p_n \in \{0, 0.2\}$, $p_{i,x} \in \{0, 0.2\}$ and $\sigma \in \{0.1, 0.5\}$ and compare the saturated employment-weighted OLS estimator to the alternative maximum likelihood approach. The latter is equivalent to an unweighted OLS estimator for the log difference of continuing firms only. In Table 1 we report the bias, the root mean square error (RMSE) (both multiplied by 100) and the rejection rates under $H_0$ of t-tests for $\beta_0 = -0.1$, $\beta_1 = \beta_2 = 0.1$ and $\beta_3 = 0.05$. The bias is calculated as the average deviation of the estimated parameters from their respective true values, while the RMSE takes the averages of the squared deviations. Finally, the rejection rate is defined as the share of replications where a t-test on the true parameter estimates rejects.

This small-scale Monte Carlo analysis allows to illustrate the source of the bias in the saturated employment-weighted OLS framework. Based on our discussion from above, we expect to obtain unbiased estimates for situations with no entry and exit (i.e, $p_n = 0$ and $p_{i,x} = 0$) and for the experiments with a positive number of entrants but no exits (i.e, $p_n = 0.2$ and $p_{i,x} = 0$). The reason for this is that in a saturated model entry is fully

---

\(^7\) More discussion on the problem of regression to the mean effects is offered in Section 4.
captured by $d_{i,1}$ and $d_{i,2}$, respectively. By contrast, for all situations with positive exit rates we expect the saturated and employment-weighted OLS estimator to be biased.

An additional issue to bear in mind is that the employment-weights themselves depend on $g_{iT}$ and, thus, are endogenous as discussed in Footnote 2. The experiments without any entry and exit allows us to provide some first insights into this issue. If we observe any bias in this situation, it can only be triggered by the endogeneity of the weights $w_{iT}$. By contrast, under the data generating process imposed for this exercise the alternative maximum likelihood estimator should deliver unbiased estimates in all alternative experiments.

The first series of experiments assumes that $\sigma = 0.1$. In this case, extreme values of $y_{iT}$ and $y_{i0}$ exhibit low probability weights, respectively, and the linear approximation of $g_{iT}$ discussed above should yield a small approximation error. Without entry and exit, i.e., $p_n = 0$ and $p_{i,x} = 0$, the employment-weighted estimator for the saturated model, in general, provides negligible biases and RMSEs and also delivers properly sized rejection rates which correspond to the nominal size of the t-test of 0.05. The parameter estimate and the rejection rate for the reference group captured by $\beta_0$ forms a notable exception as documented in column (1) of Table 1. Accordingly, the marginal effect for the largest-oldest firms is overestimated also affecting the size of the resulting t-test. In line with the discussion above, this bias can only be triggered by the employment-weighting scheme that utilizes endogenous weights. This finding is reinforced by the results reported in column (5). Here, we increase $\sigma$ from 0.1 to 0.5 resulting in an increase in the bias of the $\beta_0$ estimate. More extreme values in $y_{iT}$ and $y_{i0}$ result in larger job creation rates $g_{iT}$ which directly affect a firm’s weight in the estimation procedure. Therefore, it seems to be that the endogenous weighting scheme only affects the estimates for the reference group. Indeed, when applying a simple non-weighted OLS estimator to the experiments reported in columns (1) and (5) one obtains unbiased estimates throughout. This reinforces that our finding is driven by the endogenous structure of the chosen weights in employment-weighted OLS regressions rather than by the approximation error.\(^8\)

Turning our attention to the impact of firm entry and exit for the accuracy of the employment-weighted saturated OLS specification our main theoretical arguments are confirmed. All columns with positive exit rates (i.e., $p_{i,x} = 0.2$) indicate a (substantial) bias and increased RMSEs for all four parameters. An increase in $\sigma$ severely affects the t-tests for the constant, while especially for $\beta_2$ and $\beta_3$ the simulated rejection rates are still

\(^8\)This finding is also confirmed in additional experiments in which we apply random exogenous weights. The results from both additional simulation exercises are available from the authors upon request.
Table 1: Monte Carlo Simulations: 1,000 observations and 10,000 replications

<table>
<thead>
<tr>
<th></th>
<th>(\sigma=0.1)</th>
<th></th>
<th></th>
<th>(\sigma=0.5)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td>(p_n=0)</td>
<td>(p_n=0)</td>
<td>(p_n=0.2)</td>
<td>(p_n=0.2)</td>
<td>(p_n=0)</td>
<td>(p_n=0)</td>
<td>(p_n=0.2)</td>
<td>(p_n=0.2)</td>
</tr>
<tr>
<td></td>
<td>(p_{i,x}=0)</td>
<td>(p_{i,x}=0.2)</td>
<td>(p_{i,x}=0)</td>
<td>(p_{i,x}=0.2)</td>
<td>(p_{i,x}=0)</td>
<td>(p_{i,x}=0.2)</td>
<td>(p_{i,x}=0)</td>
<td>(p_{i,x}=0.2)</td>
</tr>
</tbody>
</table>

**Bias*100**

Employment-weighted OLS estimator using a saturated model for all observations and an entry dummy

| \(\beta_0\) | 0.510 | -19.837 | 0.508 | -19.868 | 12.451 | -8.100 | 12.421 | -8.163 |
| \(\beta_1\) | 0.005 | -3.610 | 0.007 | -3.590 | 0.055 | -3.434 | 0.081 | -3.395 |
| \(\beta_2\) | -0.033 | -0.593 | -0.033 | -0.609 | -0.184 | -0.573 | -0.192 | -0.612 |
| \(\beta_3\) | -0.023 | 0.470 | -0.030 | 0.477 | -0.115 | 0.402 | -0.158 | 0.384 |

Maximum likelihood estimator for continuing firms only

| \(\beta_0\) | 0.002 | -0.003 | 0.001 | -0.004 | 0.009 | -0.015 | 0.005 | -0.018 |
| \(\beta_1\) | 0.010 | 0.017 | 0.009 | 0.017 | 0.048 | 0.086 | 0.046 | 0.083 |
| \(\beta_2\) | -0.013 | -0.003 | -0.015 | -0.007 | -0.063 | -0.017 | -0.075 | -0.033 |
| \(\beta_3\) | -0.005 | -0.019 | -0.005 | -0.018 | -0.025 | -0.095 | -0.023 | -0.091 |

**Mean squared error*100**

Employment-weighted OLS estimator using a saturated model for all observations and an entry dummy

| \(\beta_0\) | 0.009 | 4.078 | 0.010 | 4.124 | 1.727 | 1.011 | 1.760 | 1.102 |
| \(\beta_1\) | 0.011 | 0.418 | 0.014 | 0.483 | 0.318 | 0.800 | 0.394 | 0.952 |
| \(\beta_2\) | 0.015 | 0.354 | 0.018 | 0.440 | 0.409 | 0.843 | 0.507 | 1.042 |
| \(\beta_3\) | 0.025 | 0.621 | 0.031 | 0.773 | 0.690 | 1.442 | 0.862 | 1.792 |

Maximum likelihood estimator for continuing firms only

| \(\beta_0\) | 0.004 | 0.005 | 0.005 | 0.006 | 0.093 | 0.115 | 0.115 | 0.143 |
| \(\beta_1\) | 0.008 | 0.010 | 0.010 | 0.012 | 0.197 | 0.248 | 0.247 | 0.308 |
| \(\beta_2\) | 0.008 | 0.010 | 0.010 | 0.012 | 0.200 | 0.248 | 0.251 | 0.310 |
| \(\beta_3\) | 0.016 | 0.020 | 0.020 | 0.025 | 0.400 | 0.500 | 0.507 | 0.627 |

**Rejection rate**

Employment-weighted OLS estimator using a saturated model for all observations and an entry dummy

| \(\beta_0\) | 0.102 | 1.000 | 0.092 | 1.000 | 0.874 | 0.294 | 0.783 | 0.248 |
| \(\beta_1\) | 0.049 | 0.107 | 0.051 | 0.098 | 0.050 | 0.073 | 0.053 | 0.064 |
| \(\beta_2\) | 0.052 | 0.050 | 0.053 | 0.046 | 0.055 | 0.057 | 0.054 | 0.058 |
| \(\beta_3\) | 0.055 | 0.046 | 0.054 | 0.046 | 0.056 | 0.049 | 0.056 | 0.052 |

Maximum likelihood estimator for continuing firms only

| \(\beta_0\) | 0.049 | 0.051 | 0.050 | 0.051 | 0.049 | 0.051 | 0.050 | 0.051 |
| \(\beta_1\) | 0.049 | 0.048 | 0.049 | 0.049 | 0.049 | 0.048 | 0.049 | 0.049 |
| \(\beta_2\) | 0.048 | 0.049 | 0.049 | 0.050 | 0.048 | 0.049 | 0.049 | 0.050 |
| \(\beta_3\) | 0.049 | 0.052 | 0.049 | 0.049 | 0.049 | 0.052 | 0.049 | 0.049 |
almost valid. By contrast, the results for entry without exit (i.e, \( p_n = 0.2 \) and \( p_{i,x} = 0 \)) are virtually identical to the experiment with no entry and no exit. This confirms the view that a model which accounts for entry in a fully saturated way is able to substantially reduce the bias of the employment-weighed OLS estimator. Accordingly, the inclusion of an additional exit dummy together with a full set of its interactions with all firm size and age classes results in a linear three-part model and would allow to obtain consistent estimates when assuming exogenous employment weights.

Finally, the alternative maximum likelihood estimator (which is equivalent to an unweighted OLS estimator for the log difference of continuing firms only) provides unbiased estimates and properly sized t-tests for all different experiments carried out. The RMSEs tend to increase with \( \sigma \). This is well in line with standard results from the econometric literature. All these findings point to the attractiveness our the alternative three-part model for estimating DHS job creation rates.\(^9\)

4 Who creates jobs in Austria?

We use data from the Austrian Social Security Database (ASSD) for our empirical application.\(^10\) The ASSD is an administrative data set that includes a daily calendar of employment relationships between individuals and firms and, thus, allows to calculate the (overall) number of employees in a respective firm at each point in time.\(^11\) Four our purposes, we calculate firm-specific annual employment figures in the non-farm business sectors over the time period from 1993 to 2009, taking June 7th as the reference day.

The resulting database comprises approximately 3 million firm-year observations, for which we apply the employment-weighted OLS estimator and the alternative three-part and multi-part models. We construct eight dummy variables for firm size and firm age, respectively and include a full set of interactions thereof. This results in 63 parameters to be estimated. We further include a full set of industry and year dummy variables. In

\(^9\)The multi-part approach is not included in the Monte-Carlo analysis because, here we assume constant marginal effects across expanding and shrinking firms. However, in our empirical application we also compare the three-part model with the more general multi-part approach and are not able to identify remarkable differences across these alternative models.

\(^10\)These data have been used extensively for empirical research in labor economics (see, e.g., Card et al 2007; del Bono et al. 2012) and industrial organization (see, e.g., Huber and Pfaffermayr 2010; Huber et al 2013).

\(^11\)Fink et al. 2010 provide a comprehensive discussion on how to extract firm level information from the ASSD.
order to avoid regression to the mean effects we classify firms according to their average firm size in the years $t$ and $t - 1$. This approach is in line with the previous literature on how to tabulate economic variables over consecutive time periods (see van de Stadt and Wansbeek 1990 for a formal treatment).

The empirical findings of this exercise are collected in Figure 1, which is based on the saturated model estimates discussed above. The upper (lower) panel plots the average estimated (and employment-weighted) marginal effects of firm size (age) on the job creation rate. The marginal effects of firm size are calculated as the difference of predicted job creation rates and counterfactual ones where all firm size related dummy variables (including all interaction terms) are set to zero. Thus, age-, industry- and time effects are held constant when calculating the marginal firm size effects. The marginal firm age effects are computed analogously. This approach is similar to Haltiwanger et al (2013a) who evaluate the firm size (age) effects at the average within-cell firm age (size). The largest firms with more than 250 employees and firms with more than 20 years of age form the reference groups, respectively, and their marginal effects are normalized to one.

In general, both panels of Figure 1 clearly indicate that the employment weighted OLS estimates deviate substantially from their three- and multi-part counterparts. By contrast, the three-part and multi-part models deliver virtually identical marginal effects. The difference between the employment-weighted OLS estimator and its alternatives is most pronounced for the groups of smallest and youngest firms. The employment-weighted marginal effect for the smallest firms with less than 3 employees amounts to approximately -0.16 while it is only half that magnitude when estimated via the alternative maximum likelihood based estimators. In a similar vein, the employment-weighted OLS estimator delivers a slightly marginal effect for firms with one year of age (i.e., -0.003) while we alternatively estimate a marginal effect of around 0.083 to 0.087 when applying the maximum likelihood procedures.

The reason for this is that exit hazards are largest for the smallest or youngest firms and, therefore, the pooling of entering, exiting and continuing firms most severely affects the job creation estimates within these two groups of firms. Moreover, equation (2) allows to discuss the observed differences in the estimates in econometric terms. Focussing on the lower panel of Figure 1, the bias from employment-weighted OLS is negative for all firm age classes. The reason for this is that by definition, firm entry is only possible with an age of zero years and, therefore, the entry probabilities are zero in all other firm age

\footnote{The actual parameter estimates are available upon request.}
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Figure 1: Average employment-weighted marginal effects of (a) firm size and (b) firm age.
classes. By contrast, firm exit is possible within all age cells. Accordingly, the second part of equation (2) is negative for all firm age cells and the resulting bias is unambiguously negative. In addition, the negative bias for the firm age effects decreases with firm age, which is consistent with the (descriptive) observation that exit probabilities decrease with firm age. This finding has also been highlighted in the literature on market exit.

To sum up, employment-weighted OLS estimation of DHS job creation rates unambiguously underestimates the marginal firm size and age effects on job creation rates. This underestimation is most pronounced for the youngest firms. For the Austrian economy employment-weighted OLS estimation also underestimates the contributions of the smallest firms to job creation. In general, this latter result depends on the entry and exit probabilities within the group of the smallest firms.

5 Conclusions

The analysis of (net) job creation by firms with different characteristics has a long tradition in economics. This discussion has been dominated by the question on which (small or large) firms are the most important net job creators. Only recently, Haltiwanger et al. (2013a) highlighted the role of firm age where their results indicate that young firms are the most crucial (net) creators of jobs.

From a methodological point of view, the incorporation of firm entry and firm exit in the analysis of job creation rates has been a serious challenge to empirical research. Davis and Haltiwanger (1992) and Davis, Haltiwanger and Schuh (1996) proposed a generalized measure of firm growth which permits such an integrated treatment. Their measure of job creation is defined for the closed interval of -2 to 2, where -2 (2) corresponds to firm entry (exit).

This paper analyzes the properties of econometric models for the DHS job creation rate. We specifically focus on one strand of the empirical literature which applies employment-weighted OLS estimation to a model that includes a full set of firm size and firm age dummies and their interaction terms. Since, this approach is equivalent to constructing cell-means as the unit of observations this paper’s results are also applicable to the early job creation literature, which was limited to use age-size-industry-year cells as observational unit.
The main result of this paper is that employment-weighted OLS estimation of the DHS job creation rate delivers biased and inconsistent parameter estimates because even in saturated models one obtains a non-zero conditional expectation of the errors for exiting firms. The crucial mean independence assumption, thus, fails to hold due to the pooling of entering, exiting and continuing firms. The paper also derives an explicit formula which allows to quantify the bias. This shows that, the bias increases with the (absolute) net-entry rate and disappears if each estimated age-size cell exclusively contains either exiting, continuing or entering firms.

The paper also proposes alternative easy to implement three-part and multi-part estimation procedures that treat exiting, continuing and entering firms in separate models. Based on the assumption of a lognormal firm size distribution for the continuing firms we formulate a maximum-likelihood estimator that is equivalent to applying simple OLS estimation for employment growth measured in terms of the log difference for continuing firms only. This together with a probit model for exiting firms and accounting for job creation by entering firms constitute our three-part approach, which does not need to pool over all observations as in the case of the employment weighted regression for the DHS job creation rate with an entry dummy. The multi-part model combines multivariate probit estimation with two simple OLS estimators for the log-difference of shrinking and expanding firms, respectively.

A small-scale Monte Carlo analysis validates the theoretical findings of this paper: Employment-weighted OLS regressions deliver biased parameter estimates while the alternative three-part model is able to accurately deal with the DHS job creation rate as dependent variable. Finally, we apply the different estimators to the population of Austrian non-farm firms observed from 1993 to 2009 and compare the resulting estimates. For Austrian firms, the bias from employment-weighted OLS estimation is most pronounced for the groups of smallest and youngest firms. With regard to firm age, the empirical findings confirm the theoretical view that all employment-weighted job creation rate estimates are downward biased.
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Appendix

The bias of the OLS estimator for the DHS job creation rate

In order to derive the bias of the weighted OLS estimator of the DHS job creation model that uses all observations, we partition the data into three groups of firms. Index \( x \) labels exiting firms (with \( y_{it} = 0 \) and \( y_{i,t-1} \neq 0 \)) and index \( c \) refers to the continuing firms (with \( y_{it} \neq 0 \) and \( y_{i,t-1} \neq 0 \)). The third set of observations with index \( n \) denotes entering firms (with \( y_{it} \neq 0 \) and \( y_{i,t-1} = 0 \)).

For a weighted regression one multiplies both sides of the estimating equation by some non-stochastic weight \( w_{it} \). We define the matrix of weights \( W = \text{diag}[W_x, W_c, W_n] \), where \( W_k, k = x, c, n \) comprise the weight of the respective observation in their main diagonal and have zero off-diagonal elements. Furthermore, we collect the indicators for exiting, continuing and entering firms in diagonal matrices \( D_x, D_c \) and \( D_n \), respectively. The resulting model is given then by

\[
g = X\beta + Z_n\alpha + D_n (2e - X\beta) + D_x (-2e - X\beta) + D_c \varepsilon
\]

\[
Wg = WX\beta + WZ_n\alpha + WD_n (2e - X\beta) + WD_x (-2e - X\beta) + WD_c \varepsilon
\]

\[
= X^*\beta + D_ne^*\alpha + D_n (2e^* - X^*\beta - D_n e^*\alpha) + D_x (-2e^* - X^*\beta) + D_c e^*.
\]

Here, the dummy design matrix for entering firms is denoted as \( Z_n \) and \( e \) is a vector of ones. Furthermore, \( Z_n = D_n e \) and \( WD_k = D_k W \), \( k = x, c, n \) and the weighting scheme induces heteroskedastic disturbances so that estimation accounting for robust standard errors is called for.

For the model without an entry dummy, we obtain

\[
\hat{\beta} = (X'^*X'^*)^{-1} X'^*g^*
\]

\[
= \beta + (X'^*X'^*)^{-1} X'^* (D_n (2e^* - X^*\beta) + D_x (-2e^* - X^*\beta) + D_c e^*)
\]

and

\[
E[\hat{\beta} - \beta|X^*, D_n, D_c, D_x] = -(X'^*X'^*)^{-1} X'^* (2 (D_x - D_n) e^* + (D_x + D_n) X^*\beta)
\]
Using $E[D_c \varepsilon | X^*] = 0$ and applying the law of iterated expectations with $E[D_x | X^*] = p_x I$ and $E[D_n | X^*] = p_n I$ thus gives

$$E[\hat{\beta} - \beta | X^*] = -(p_x + p_n)\beta + 2(p_n - p_x) (X'^* X^*)^{-1} X'^* e^*$$

which is similar to the result derived for the saturated two-way model described in the text.

To analyze the model with an entry dummy let

$$M_n^* = I_n - Z_n^* (Z_n'^* Z_n^*)^{-1} Z_n'^*$$

and apply the Frisch, Waugh, Lovell theorem (see, e.g., Davidson and Mackinnon, 1993) to obtain

$$\hat{\beta} = (X'^* M_n^* X^*)^{-1} X'^* M_n^* g^*$$

$$= \beta + (X'^* M_n^* X^*)^{-1} X'^* M_n^* (D_n (2e^* - X^* \beta - e^* \alpha) + D_x (-2e^* - X^* \beta) + D_c e^*)$$

$$= \beta + (X'^* M_n^* X^*)^{-1} X'^* M_n^* ((2 - \alpha)D_n - 2D_x) e^*$$

$$- (X'^* M_n^* X^*)^{-1} X'^* M_n^* (D_n + D_x) X^* \beta + (X'^* M_n^* X^*)^{-1} X'^* M_n^* D_c e^*.$$  

Using $M_n^* Z_n^* = M_n^* D_n e^* = 0$, assuming $E[D_c^* \varepsilon | X^*] = 0$, $E[D_k^*] = p_k I_{NT}$, $k = x,n$ and taking the expectation yields

$$E[\hat{\beta} - \beta | X^*, D_n, D_c, D_x] = -2 (X'^* M_n^* X^*)^{-1} X'^* M_n^* D_x e^*$$

$$- (X'^* M_n^* X^*)^{-1} X'^* M_n^* (D_n + D_x) X^* \beta.$$  

To analyze the consistency of the weighted OLS estimator for DHS growth rates we assume that the following limits exist for $n = NT$ and $T$ fixed:

1. $|x_{ik}^*| < c$ for some constant $c$, $k = 1, \ldots, K$.

2. $\lim_{n \to \infty} n^{-1} (X'^* X^*) = Q$, which is non-singular.

3. $\lim_{n \to \infty} n^{-1} X'^* e^* = Q e^*.$

4. $p \lim_{n \to \infty} (n^{-1} X'^* D_c e^*) = 0.$
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Note that

\[
\hat{\beta} - \beta = -2n (X^* X)^{-1} \left( n^{-1} X^* (D_x - D_n) e^* \right) + n (X^* X)^{-1} n^{-1} X^* (D_x + D_n) X^* \beta \\
+ n (X^* X)^{-1} \left( n^{-1} X^* D e^* \right).
\]

Now \(d_{i,n}\) is assumed to be independent with \(P(d_{i,n} = 1) = p_n\). \(\frac{1}{n} X^* D e^*\) has typical element \(\frac{1}{n} \sum x^*_{ik} e_i d_{i,n}\) with \(E[\frac{1}{n} \sum x^*_{ik} e_i d_{i,n}] = p_n \frac{1}{n} \sum x^*_{ik} e_i^*\) and \(Var[\frac{1}{n} \sum x^*_{ik} e_i^* d_{i,n}] = \frac{1}{n^2} \sum x^*_{ik}^2 e_i^2 p_n (1 - p_n)\). Assuming \(|x^*_{ik}| < c\) for some constant \(c\) and using \(|e_i^*| < 1\), it follows that \(\frac{1}{n} \sum x^*_{ik}^2 e_i^2 p_n (1 - p_n) \leq \frac{c^2}{n} p_n (1 - p_n)\). Similar arguments hold for the typical element of \(n^{-1} X^* D e^*\) and \(X^* (D_x + D_n) X^* \beta\). Using Chebyshev’s inequality and \(p \lim_{n \to \infty} (n^{-1} X^* D e^*) = 0\) it follows that

\[
p \lim_{n \to \infty} (\hat{\beta} - \beta) = -2 (p_x - p_n) Q^{-1} Q e - (p_x + p_n) \beta
\]

In the saturated model discussed in the text, \(X^*\) is a dummy design matrix with \(H\) columns and one can verify that in this case \(n^{-1} (X^* X) = n^{-1} (X W^2 X)\), \(n^{-1} X^* e_x^* = n^{-1} (X W^2 e)\) and \(n (X W^2 X)^{-1} n^{-1} (X W^2 e) = e_H\), where \(e_H\) is a \(H \times 1\) vector of ones.
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