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Abstract

This paper empirically analyzes how performance feedback and information on heterogeneity affect behavior in dynamic contests, using data on two-player-contests from a smartphone/tablet application called “Wordblitz for Friends”. We find that players increase output as underdogs and decrease output as favorites, where being an underdog (favorite) refers to being matched against an opponent who was more (less) successful in previous contests. Performance feedback, i.e. information about past performance within one particular contest, induces players to reduce output when being ahead and increase output when being behind. The strength of these effects increases in output differences. An analysis of the interaction of information on heterogeneity and performance feedback reveals that the output reducing effect of being ahead is entirely driven by favorites, as players generally increase their output when being an underdog, independent of being ahead or behind.
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1 Introduction

Contests, i.e. situations where participants spend effort to compete for a given prize, are ubiquitous in today's institutions. In the educational system, for example, the admission process to schools and universities as well as the common practice of "grading on a curve" can be understood as contests whose features impact learning outcomes of students. Hiring and promotion decisions in organizational settings as well as success in innovation and entrepreneurship are also often determined by contest structures. A thorough understanding of the implications of different contest designs is therefore crucial to assess the consequences of different institutional arrangements in many areas of public policy.

While there is already a well-developed economic literature on static contests\(^1\), many real world settings are characterized by dynamic structures, i.e. scenarios where decisions are made repeatedly and may depend on previous actions and information. For example, promotion decisions in organizations typically depend on behavior over a longer period of time during which an employee receives feedback on his performance. However, taking these dynamic aspects into account induces a large host of potential theoretical mechanisms whose interactions undermine the predictive power of models in this class. This problem is even more severe once the heterogeneity among participants is taken into account. Given this lack of robust theoretical results, empirical evidence is required to improve our understanding of the consequences of contest schemes actually reflected in existing institutional settings.

This paper provides such evidence. We exploit a data set on two-player contests from a smartphone/tablet application called “Wordblitz for Friends” to empirically investigate the impact of information regarding the heterogeneity of participants (i.e. differences in perceived ability) and performance feedback on the behavior in contests. First, we study if and how behavior depends on information about the opponent’s success in previous contests (information on heterogeneity). Second, we study if and how behavior \textit{within} the contest depends on the relative performance in previous rounds in the same contest (dynamic effects). Finally, we study the interaction of these two mechanisms, i.e. whether the reaction to being behind or ahead in a particular contest depends on whether one entered this contest as a favorite or an underdog.

Disentangling the different mechanisms that are potentially driving behavior in dynamic contests between heterogeneous participants is empirically challenging for the following reasons: First, it is likely that dynamic patterns in performance in repeated tasks exist even in the absence of contest structures. Such autocorrelation may then be hard to distinguish from the actual dynamics induced by the contest. Second, previous research has shown

\(^1\)See Tullock (1980); Lazear and Rosen (1981); Baye et al. (1996); Moldovanu and Sela (2001) for important contributions and Konrad (2009) for a recent textbook treatment.
that *individual* behavior in contests is extremely heterogeneous and that the sources of this heterogeneity are mostly unknown (Dechenaux et al., 2012). As a result, linking the heterogeneity in characteristics (like ability) to systematic heterogeneity in behavior is hindered by the huge variation in behavior due to other mechanisms and requires well-structured and/or large data sets. Third, identifying the effect of heterogeneity in previous success is typically hampered by the fact that having been more or less successful than an opponent in previous contests is likely to be related to ability and other individual-specific characteristics and thus creates endogeneity problems.

The data at hand is particularly suitable to address these issues due to the following specific features: (i) Players receive information on their own and their opponent’s previous performance prior to the game and (ii) each game lasts for three rounds including intermediate feedback on the performance in previous rounds. These two features introduce heterogeneity and dynamics in the setup and therefore allow to address their effects on behavior. (iii) The game takes place in a controlled environment – the application user surface. While it is therefore still a “natural setting” as compared to a laboratory, it maintains a high level of control. (iv) Players play the game repeatedly against different players, allowing to control for between-player differences in characteristics like ability by exploiting within-player variation. Finally, (v) the matching of opponents is exogenous conditional on a player’s level which allows for a clean identification of the effect of heterogeneity among opponents on behavior.

This chapter contributes to the literature in two ways. First, it allows to test some of the behavioral predictions that the still scarce theoretical literature on dynamic contests (Denter and Sisak, 2013; Ederer, 2010) provides, thereby potentially guiding the further theoretical development in this area. Second, it adds to the growing empirical literature on the effects of contest incentives. Feedback in dynamic contests (Gill and Prowse, 2012; Delfgaauw et al., 2012; Casas-Arce and Martinez-Jerez, 2009; Barankay, 2012a,b) as well as heterogeneity of players (Dechenaux et al., 2012) have already been extensively studied separately in the literature. However, the empirical evidence on how these two effects interact is missing so far. In addition, while there are studies looking at the effect of feedback in field settings, the analysis of heterogeneity among players is so far typically restricted to studies in the lab.

Our results can be summarized as follows. First, looking at the entire contest (total output over three rounds) and the overall effect of information with respect to heterogeneity, we find that players have a higher output when entering the contest as an underdog compared to being a favorite. Furthermore, we document that this reallocation of output between games is harmful to winning-rates. Second, we investigate the effect of dynamics, i.e. the

---

2See chapter ?? for a more extensive review of the theoretical and empirical literature on contests.
reaction of a player to being behind or ahead in the second or third round. Here the results show that players adjust output in accordance to relative standing as they find more words when being behind while finding fewer words when being ahead. In addition, both of these effects become stronger the larger the respective lead or trail. Third, looking at the interaction of the two previous aspects, we find that the output-reducing effect of being ahead is only driven by favorites, as underdogs increase their output even in a leading position.

This chapter is structured as follows: First, section 2 describes the setting, including a description of the main variables. Section 3 then describes how this setting can be captured theoretically and describes mechanisms from the existing theoretical literature related to the setting at hand. Section 4 describes the empirical strategy and presents the results. Finally, section 5 discusses how the empirical results relate to existing theory and hints at potential avenues for future research.

2 Setup and Data

2.1 Environment: Wordblitz for Friends

The data used in this study stems from a game on cell phone or tablet applications and is called “Wordblitz for Friends”. Given an array of letters, the aim of the game is to find as many words as possible in a given time period (2 minutes), where the letters of each word have to be connected on the array (see figure 1 for an impression of the layout of the game). Depending on its length and the type of letter used, one gains points for each word. One match consists of three rounds including three different arrays of letters and two minutes each.

Crucially for the analysis in this chapter, each match is played against an opponent who faces the same three arrays of letters and has the same task. After these three rounds, the player who accumulated more points over the entire match is declared to be the winner and gains a “star” while the other player loses a star. Every time a player has gained five stars his user level increases by one.

During the course of one match, players receive several pieces of information. Prior to the first round, each player is informed about the username and userlevel of the opponent he has been matched against. In addition, after each round he receives a list of words found, the number of words and the amount of points gained in the previous round, as well as the points accumulated over all finished rounds separately for himself and his opponent. Finally, after the three rounds the outcome of the overall match is presented as well as the gain or loss of a star and potentially the userlevel, respectively.
For each match, there are two possibilities to be matched with an opponent. First, via a connection to Facebook, one can deliberately challenge a friend. This match is then carried out independently of the level difference between the two contestants. Second, one can rely on the random matching mechanism the application provides. In this case, one is randomly matched with another contestant whose level is as close as possible to the own level, but the difference must not be greater than 14 levels. Importantly, this implies that whether one has a higher or a lower level than the opponent is random and entirely exogenous conditional on the level of the user, given that the user chooses the second matching mechanism.

![In-game screenshots](image)

Figure 1: In-game screenshots

### 2.2 Data

As already noted in the introduction, the possibility of disentangling the effects of heterogeneity and dynamics requires specific data. In accordance with the description of the environment above, the data in this study fit this requirement as they have the following structure. Each observation can be classified with respect to three dimensions: The first player \(i\) in round \(r\) of game \(g\), where rounds are nested within games and each game shows up for two players. Overall, there are \(i = 1, ..., 94637\) different players carrying out \(g = 1, ..., 200000\) games with \(r = 1, 2, 3\) rounds each. Overall, this results in 200000 game observations, with 400000 player-game observations and 1200000 player-round observations. The average number of games per player is 4.22.

\(^3\)Note that once a player is matched with another player he does not have the option to decline the contest, ruling out selection issues in this regard.
We restrict the data being used in the following way. First, we only consider observations of players for which we have information of at least 12 games in the sample. This reduces the sample size by 305,166 player-round observations. Second, we drop all games that have been arranged via Facebook. These games seem to be special in a number of dimensions, most importantly with respect to the interpretation of information about heterogeneity as provided by the difference in user levels. This eliminates another 29,064 observations from the sample. Finally, we keep only observations in which a player’s user level is between 5 and 30. This adjustment is done as being at the ends of the distribution might result in unbalanced matching simply due to the unavailability of players with respective levels. Additionally, the lower bound is motivated by the notion of unexperienced players still having to learn the game, which might introduce a lot of noise. Thereby, another 247,710 observations are dropped. In total, this leaves 618,600 player-round observations. Table 1 present descriptive statistics on the remaining sample.

Words,s,g,r is the main variable of interest, used throughout the chapter in various forms and transformations. It measures the number of words a player has entered correctly. In the analysis, this variable is interpreted as productivity and is used to determine the relative output of the two contest participants and the winner. Note that words do not directly enter the contest success function, i.e. the relative number of words does not perfectly determine the winner of the game. Rather, each word provides a certain number of points, based on its length and letters used. In principle, this gives rise to an “intensive margin” of output by finding longer words in addition to the “extensive margin” of simply finding more words. However, due to data availability issues, in this study we only consider the extensive margin. Table 1 shows descriptive statistics on this variable. On average, a player finds about 36 words per round, with the maximum taking on the value of 194. The variation of output across observations is substantial as measured by the standard deviation of approximately 9 words. Also the within-player variation is considerable as indicated by the within-standard deviation of 4.95. This facilitates basing the analysis on within-player variation in order to control for unobserved heterogeneity.

Userlevel,s,g,r is the second main variable. As previously described, the user level is determined by the number of stars gathered and therefore a function of past wins and losses. Hence, the user level is an informative signal about past performance. In the analysis, the variable will show up in two respects. First, it will serve as a control variable: Even in the case where only within-player variation is exploited, user level should be controlled for as it is probably an important determinant even of within-player output and thus valuable to

---

4Theoretically, in this setting shifts between the relative importance of the intensive and extensive margin could be related to risk aversion in an optimal stopping problem with respect to word search.
reduce the residual variance and increase estimation efficiency. Second, conditional on one player’s user level, the difference in user levels of opponents is exogenous. This allows to treat the difference in user levels as an exogenous variation of the heterogeneity of players. Table 1 shows the descriptive statistics of user level and of the difference in user levels. The mean level is 11.5 with a maximum level of 30, while the average difference in user level is approximately 2.2 levels.

### Table 1: Descriptive statistics: Selected sample

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>(words_{i,g,r})</td>
<td>618,600</td>
<td>36.179</td>
<td>9.326</td>
<td>1</td>
<td>194</td>
</tr>
<tr>
<td>(userlevel_{i,g})</td>
<td>618,600</td>
<td>11.534</td>
<td>5.584</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>(leveldifference_{i,g})</td>
<td>618,600</td>
<td>0.178</td>
<td>2.713</td>
<td>-10</td>
<td>8</td>
</tr>
<tr>
<td>(leveldifference_{g})</td>
<td>618,600</td>
<td>2.236</td>
<td>1.545</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>(favorite_{i,g})</td>
<td>618,600</td>
<td>0.476</td>
<td>0.499</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(underdog_{i,g})</td>
<td>618,600</td>
<td>0.395</td>
<td>0.489</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(largefavorite_{i,g})</td>
<td>618,600</td>
<td>0.105</td>
<td>0.306</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(largeunderdog_{i,g})</td>
<td>618,600</td>
<td>0.101</td>
<td>0.301</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(words_{demeaned,i,g,r})</td>
<td>618,600</td>
<td>0.027</td>
<td>6.088</td>
<td>-67</td>
<td>113</td>
</tr>
<tr>
<td>(position_{i,g,r})</td>
<td>412,400</td>
<td>0.567</td>
<td>12.899</td>
<td>-84</td>
<td>89</td>
</tr>
<tr>
<td>(ahead_{i,g,r})</td>
<td>618,600</td>
<td>0.668</td>
<td>0.471</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(behind_{i,g,r})</td>
<td>618,600</td>
<td>0.309</td>
<td>0.462</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

3  Mechanisms and Theoretical Predictions

In order to apply existing theoretical contributions to the setting studied in this chapter, we first classify the environment at hand in a more abstract and theoretically tractable way. The contest as described above is dynamic in the sense of consisting of repeated
simultaneous actions (choice of effort), where after each action participants receive feedback on the consequences of previous actions of both players in form of output levels. This feedback then introduces the possibility of conditioning behavior on information that depends on previous actions, making the problem dynamic. Second, the evaluation of the contest only takes place after the final round and depends on the sum of individual output aggregated over all three rounds. This is different from another class of dynamic contests, in which the overall winner of the contest depends on the number of intermediate static contests a participant wins.\(^5\) This distinction is important because it implies that dynamic incentives arise not due to the nature of the contest success function but rather due to the intermediate revelation of information and its potential strategic implications. To see this, note that in the setting here output in all rounds are perfect substitutes with respect to the contest success function, which is not necessarily the case in other types of dynamic contests. Finally, the fact that information on the opponents’ user levels is given prior to the contest can theoretically be interpreted in at least two ways. First, if one allows for asymmetry with respect to ability or productivity of participants, information about success in previous contests represents an informative, albeit noisy signal about its respective level. This allows a participant to condition his initial behavior in the first round as well as his conditional behavior in later rounds on his belief about relative abilities based on the received signal(s). Second, even in the absence of asymmetries in ability, information on past performance might induce a reference point for the winning probability which in turn might lead to different behavior within the contest.

Given this abstract description of the setting, we now relate this to existing theoretical

\(^5\)Obvious examples for the latter structure are playoffs in US sports, where teams move on another round once they won a particular number of games (“Best-Of-Seven” for instance). In contrast, the structure analyzed here rather illustrates the dynamic contest nature within a game, where each move represents a new round.
studies on dynamic contests to derive the potential mechanisms that matter in the empirical analysis.

Denter and Sisak (2013) discuss dynamic contests in the context of political campaign spending as a means to win elections and explicitly analyze the strategic effects of being ahead or behind. Their setting is similar to the one described above in so far as output in all rounds are perfect substitutes with respect to the contest success function. A key difference is that players are otherwise symmetric, i.e. no differences in productivity or effort costs exist. One key result is the existence of “momentum”, which refers to the positive effect of being ahead on subsequent output in an intermediate round. The intuition for this result follows a strategic reasoning: One basic result in the theory of static contests is that equilibrium effort levels are higher the more equal the contest is. Given that the prize of the contest is fixed this implies that, ceteris paribus, players prefer unequal contests to equal ones as this implies lower effort costs in equilibrium. Note that the final round of a dynamic contest can always be interpreted as a static contest whose asymmetry is determined by previous behavior. Hence, players should consider how their actions in previous rounds affect the characteristics of the “static” last round contest and try to make it more unequal in expected terms in order to reduce expected effort costs. This logic then implies an explanation for “momentum”: If a player is ahead, the asymmetry of the contest in the last round increases in individual effort, while it decreases in individual effort if the player is behind. Momentum would therefore predict a positive effect of the intermediate position in the contest on output. However, given that this reasoning only applies to intermediate rounds, one should not find this effect in the last round of the contest.

Similarly, Ederer (2010) also analyzes a setup where output levels in both rounds are perfect substitutes and looks at the effect of feedback after the first round. The so-called “evaluation effect” of feedback resembles the already described result from static settings that less balanced standings lead to lower effort levels. However, the model also allows for asymmetric abilities that are unobservable to contest participants and assumes complementarity of effort and ability. This induces additional effects on optimal effort levels. First, the “motivation effect” refers to the informational content of feedback with respect to the individual’s as well as the opponent’s unobservable ability. Revealed differences in output represent a noisy signal of relative ability. In turn, this affects optimal subsequent effort choices due to the complementarity of effort and ability. As a result, higher relative output increases subsequent effort as it indicates a higher relative productivity of effort and vice versa. Second, the “implicit incentives” effect describes the strategic incentives the motivation effect implies. Given that a higher perceived ability difference leads an opponent to

---

6So ability can be interpreted as productivity.
reduced subsequent effort, each player wants to appear as able as possible. This induces a “signal jamming” effect, i.e. an increase in effort in early rounds. Taken together, the two effects imply conflicting predictions regarding the setup analyzed here: First, effort should increase in output differences as well as in the difference of user levels (motivation effect). Second, effort should decrease in the absolute value of differences of user levels and output (evaluation effect).

Gill and Prowse (2012) look at the effect of disappointment aversion in sequential contests in a theoretical and experimental setup. While the previous two papers highlight potential strategic incentives, i.e. they explicitly consider the effect of behavior on the incentives of the opponent, Gill and Prowse, in contrast, rule out these effects by experimental design and thereby focus on the individual decision perspective. They do so in order to identify whether behavior in dynamic contests is affected by “disappointment aversion”, which results from expectation-based reference-dependent preferences with loss aversion. The intuition behind this is that participants evaluate outcomes relative to the outcome they expected (expectation-based reference dependence) and that positive deviations from this expectation produce a smaller utility increase than the utility lost due an equally sized negative deviation from this expectation (loss aversion). Therefore, individuals again want to avoid balanced contests as they imply larger uncertainty and thus larger expected utility losses due to the loss aversion effect. As a result, players increase effort when in front and decrease effort when being behind.

4 Empirical analysis

In a first step, we analyze the effect of ex-ante heterogeneity on final outcomes of individual contests after all three rounds. We test whether and how individuals differ in behavior when they enter a contest as a favorite or an underdog compared to being matched with a player of an equal level. At this point, we ignore the actual mechanisms through which these differences materialize. We will also look at whether these adjustments of behavior to information on heterogeneity increase the probability of winning the contest, i.e. whether players react “optimally” to the information provided. In a second step, we then disentangle the overall effect and isolate the effects of heterogeneity and dynamics as well as their interaction separately.

4.1 The Overall Effect of Heterogeneity

In a typical data set, contest participants who are informed to be the favorite in the upcoming contest most likely differ systematically from those who are informed to be the underdog with
respect to important characteristics, most obviously their ability. Therefore, identifying the behavioral effect of information about the heterogeneity of previous success (which might be interpreted as ability) typically suffers from the problem of disentangling the general heterogeneity of behavior from the effect of information about heterogeneity. However, the data at hand are particularly suited to solve this problem due to the combination of its panel structure and the matching procedure: The fact that there are multiple games for many participants in the data allows to use within- instead of between-subject variation in order to estimate the effect, thereby controlling for all time-invariant individual-specific characteristics like ability. However, this might still lead to a biased estimate as players are more likely to enter a contest as a favorite the better they become, such that even the within-player variation in ability becomes correlated with the probability of being a favorite or an underdog. In this setting, the nature of the matching procedure overcomes this concern, as it randomly assigns opponents within a symmetric range around the own user level. Nevertheless, there might still be spurious effects due to asymmetries in the distribution of user levels. To address this issue, all estimations will also include the user level of a player as an explanatory variable, such that the identifying assumption is only that, conditional on the user level, being a favorite or an underdog is randomly assigned, which is a technical fact of the application itself.

The overall effect of heterogeneity is estimated using the following baseline equation:

$$totalwords_{i,g} = \alpha_i + \beta_1 userlevel_{i,g} + \beta_2 favorite_{i,g} + \beta_3 underdog_{i,g} + \epsilon_{i,g}. \quad (1)$$

$totalwords_{i,g}$ is the overall number of correct words player $i$ achieved in game $g$ over all three rounds. $\alpha_i$ is a player fixed effect, absorbing the average number of correct words by player $i$ over all his games, thereby reducing the considered variation to be only within-player. $userlevel_{i,g}$ is the level user $i$ has in the current game $g$, and $favorite_{i,g}$ ($underdog_{i,g}$) is a dummy variable, denoted 1 if the user level of player $i$ is higher (lower) than the user level of his opponent and zero otherwise. Equation 1 is estimated using a fixed effects OLS regression, clustering standard errors on the player-level.

We subsequently adjust the equation in the following ways: First, we will add two additional dummy variables $largefavorite_{i,g}$ and $largeunderdog_{i,g}$, which take on the value of 1 if the differences in user levels is larger than 3, or smaller than -3, respectively, which corresponds to one standard deviation of the user level difference. Second, instead of looking at dummy variables to capture variation in differences in user levels, we use the variable $leveldifference_{i,g}$, which is the difference in user levels between player $i$ and his opponent.

Table 2 shows the respective results. In column (2) we see a statistically highly significant
decrease of output in the difference of user levels, so that players perform ceteris paribus the better the worse their relative level. Column (1) allows to break up this effect to check whether it is driven only by being a favorite or an underdog. It becomes apparent that there is a significant effect in both domains: Players reduce their output when being a favorite by approximately 0.35 words and increase their output when being an underdog by approximately 0.2 words. Column (3) and (4) now additionally test whether these effects are stronger when the gap in user levels is particularly large by considering the dummy variables \( \text{largefavorite}_{i,g} \) and \( \text{largeunderdog}_{i,g} \). While column (3) shows that the difference in the effect is weakly statistically significant, column (4) confirms that the overall effect for large favorites and underdogs remains highly statistically significant. Column (5) and (6) show how the effect of being a favorite or an underdog changes if the difference in user levels becomes larger. However, instead of including additional dummy variables, it makes use of the continuous variable \( \text{leveldifference}_{i,g} \). In column (5) the sample is restricted to games in which player \( i \) is the favorite. Thus, the significant negative coefficient of \( \text{leveldifference}_{i,g} \) indicates that the reduction of output due to being a favorite becomes stronger the wider the level gap between the participants is. Analogously, column (6) restricts the sample to games in which player \( i \) is an underdog. Here the negative coefficient indicates that the increase in output is the larger the larger the level difference between the players is.

To summarize, there is a clear and systematic relationship between information on heterogeneity of players and productivity: Players increase (decrease) their output when they...
play against opponents with a higher (lower) user level and these effects become stronger the larger the difference in levels is. This result raises the natural question what the consequences of this behavior are with respect to the outcomes of the contest. On the one hand, given that favorites generally have higher baseline levels of output, this *intra-player reallocation of output between games* might resemble an optimal response in order to achieve a higher number of contests won overall. On the other hand, this readjustment could lead to lower winning rates, if the increase of the number of games lost as a favorite are not outweighed by the additional number of games won as an underdog. Note that these effects do not necessarily cancel out, as the point difference by which one wins a contest does not matter. Thus, if for example as a large underdog the basic gap in average performance is very large, then even a substantial increase in productivity might simply be lost, as it is not sufficient to overcome the gap. Equivalently, if a player reduces output as a favorite although the productivity gap is already rather small, then this small reduction of output might be enough to lose the contest. As a result, it is not clear whether the documented output adjustments of players conditional on relative user levels change their winning probabilities and if so to the better or the worse.

The setup at hand includes no cases in which information on heterogeneity is absent. Thus, a straightforward test of the benefits of output adjustment conditional on relative user levels is not possible. To nevertheless address this issue we proceed as follows: The systematic deviation of output depending on being a favorite or an underdog represents a specific form of *conditioning* output on specific characteristics of the game. Thus, a natural way to create a counterfactual is to look at output following the *unconditional* output choice, i.e. similar output for all games, no matter what relative user levels actually are. Whether output reallocation across games benefits winning rates can then be tested in the following way: Matching the hypothetical output levels that would follow from unconditional output with the actual output of the opponent allows to determine a counterfactual outcome of the game. Doing this for all games then permits to compare the number of contests won due to the actual output levels, following the conditional output choices, to the counterfactual number of contests won that would have followed from unconditional output choices. Beneficial output adjustments then correspond to a higher number of contests won in the second case and vice versa.

To implement this approach, we first define a game as won by player $i$ if the total amount of words by player $i$ exceeds those by his opponent.\footnote{Note again that number of words only serve as a proxy for actual points achieved, as the latter differ with respect to the characteristics of words.} Second, we then determine the hypothetical outcome of the game by matching the average output of player $i$ with the
Table 3: Counterfactual analysis of winning rates

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta Wins$</td>
<td>$\Delta Wins$</td>
<td>$\Delta Wins$</td>
<td>$\Delta Wins$</td>
<td>$\Delta Wins$</td>
<td>$\Delta Wins$</td>
</tr>
<tr>
<td>favorite$_{i,g}$</td>
<td>-0.010***</td>
<td>-0.022***</td>
<td>-0.008***</td>
<td>-0.020***</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td></td>
<td>0.013***</td>
<td>0.001</td>
<td>0.010***</td>
<td>-0.002</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>large favorite$_{i,g}$</td>
<td>-0.028***</td>
<td>-0.008***</td>
<td>-0.008***</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td></td>
<td>0.012***</td>
<td>0.014***</td>
<td>0.014***</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.011***</td>
<td>-0.012***</td>
<td>-0.012***</td>
<td>(0.001)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Observations</td>
<td>206,200</td>
<td>206,200</td>
<td>206,200</td>
<td>206,200</td>
<td>206,200</td>
<td>206,200</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.000</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Notes: This table shows regressions of overall output ($\Delta Wins$) on variables reflecting information regarding heterogeneity. Variable definitions are given in the text. Standard errors clustered at the player level in parentheses. *** denotes significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level.

The actual output of his opponent and define game $g$ to be “counterfactually won” by player $i$ if his average output exceeds the actual output of his opponent. Finally, we then generate the variable $\Delta Wins$, which is one if the game was actually won but not counterfactually won, 0 if the outcome in both cases is equal, and -1 if the game was actually lost, but counterfactually won.

Table 3 now presents a series of regressions using $\Delta Wins$ as a dependent variable. Column (1) simply shows that the average of $\Delta Wins$ is significantly different from zero and negative, meaning that players would increase the number of games won by not adjusting output at all to characteristics of their opponent. The point estimate of the coefficient implies that the probability of winning a game is 1.1 percentage points higher under the counterfactual scenario. Beyond this baseline effect, the question remains to what degree players might still benefit from these readjustments by at least increasing the probability of winning as an underdog. To look at this, column (2) looks at $\Delta Wins$ for games as underdog or favorite separately. It reveals that the increase of output as an underdog does not lead to a significant increase of the winning probability as compared to the counterfactual, while the probability of winning as a favorite reduces by 2.2 percentage points due to the conditionality of productivity. Finally, column (4) looks at the difference in the effect for games with large differences in user levels. These regressions reveal that the stronger adjustment of output in games with strong level differences also translate to stronger changes in winning probabilities. As a result, large favorites lose significantly more games due to their reduction of output, while for large underdogs the strong adjustment of output now even leads to a statistically significantly positive effect: The probability of winning reduces for
large favorites by 2.8 percentage points, while it increases by 1.2 percentage points for large underdogs.

Overall, the results on the total effect of information on heterogeneity are as follows: First, players increase their productivity as underdogs and decrease productivity as favorites. Second, this effect becomes stronger the larger the differences in user levels between participants are. Third, compared to the constructed counterfactual, players suffer from these adjustments by significantly decreasing the probability of winning. Fourth, the only positive effect of these adjustments materializes for large underdogs whose probability of winning significantly increases as compared to the counterfactual.

### 4.2 The effect of information on heterogeneity

The previous section only looked at the overall effects of heterogeneity on productivity, thereby ignoring the potential channels through which they emerge. As indicated in Section 3, there are several mechanisms that potentially explain different sorts of behavior in the respective setting. In the following we therefore try to disentangle the effect of information on heterogeneity from the effect of dynamics to finally also consider the interaction of the two effects.

Analyzing the effect of information on heterogeneity requires to look at situations in which effects due to feedback on past performance can be ruled out. Output in the first round of the game qualifies in this regard: Prior to round 1, a player only receives information about his and the opponent’s user level. Given that no previous round has been played at this

---

**Table 4: The effect of heterogeneity in the first round**

<table>
<thead>
<tr>
<th>Variable</th>
<th>(1) words$_{i,g,1}$</th>
<th>(2) words$_{i,g,1}$</th>
<th>(3) words$_{i,g,1}$</th>
<th>(4) words$_{i,g,1}$</th>
<th>(5) words$_{i,g,1}$</th>
<th>(6) words$_{i,g,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>userlevel$_{i,g}$</td>
<td>0.039**</td>
<td>0.039**</td>
<td>0.037*</td>
<td>0.038**</td>
<td>0.044</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.020)</td>
<td>(0.020)</td>
<td>(0.020)</td>
<td>(0.027)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>favorite$_{i,g}$</td>
<td>-0.087*</td>
<td>-0.080*</td>
<td>-0.017</td>
<td>-0.074</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td>(0.046)</td>
<td>(0.056)</td>
<td>(0.054)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>largefavorite$_{i,g}$</td>
<td>0.096**</td>
<td>0.050</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td>(0.048)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>underdog$_{i,g}$</td>
<td></td>
<td>0.184***</td>
<td>0.255***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.054)</td>
<td>(0.050)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>largeunderdog$_{i,g}$</td>
<td>-0.037***</td>
<td></td>
<td></td>
<td>-0.020</td>
<td>-0.061***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td></td>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
<td></td>
</tr>
<tr>
<td>levlifference$_{i,g}$</td>
<td>36.004***</td>
<td>35.995***</td>
<td>36.014***</td>
<td>35.982***</td>
<td>36.642***</td>
<td>35.696***</td>
</tr>
<tr>
<td></td>
<td>(0.226)</td>
<td>(0.229)</td>
<td>(0.229)</td>
<td>(0.225)</td>
<td>(0.337)</td>
<td>(0.339)</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R$^2$</td>
<td>0.206,200</td>
<td>0.206,200</td>
<td>0.206,200</td>
<td>0.206,200</td>
<td>98.237</td>
<td>81.599</td>
</tr>
</tbody>
</table>

Notes: This table shows regressions of output in the first round (words$_{i,g,1}$) on variables reflecting information regarding heterogeneity. Variable definitions are given in the text. Standard errors clustered at the player level in parentheses. **∗∗∗** denotes significance at the 1 percent level, **∗∗** at the 5 percent level, and * at the 10 percent level.
point, there is no past performance on which feedback could be given and behavior could be conditioned on. However, as user levels are already revealed, systematic differences in output levels in the first round can unambiguously be attributed to the effect of playing as a favorite or an underdog. To allow for comparability with respect to the analysis of the overall effect of heterogeneity, the analysis in this section considers the same methodology as in Table 2, the only difference being that instead of using total words we here use the number of words in the first round as a dependent variable.

Table 4 shows the results. One can see that the effects in general go into the same direction as reported in Table 2: As favorites, players have a lower output, while as underdogs their output is higher. The strength of these effects again increases in the difference of user levels. However, in contrast to the previous results, not all of these effects are statistically significant. In line with this, one can also see that the size of these effects is considerably smaller. For example, the effect of being a favorite leads on average to a reduction of words in the first round of just 0.09 words, while overall, favorites’ productivity reduces by 0.35 words.

As a result, one can conclude that the overall effects of information on heterogeneity already seem to be present in the first round in the absence of performance feedback. However, their size is too small to plausibly explain the entire effect, implying that also in later rounds and in the presence of performance feedback, information on heterogeneity matters. This raises the question to what extent information on heterogeneity interacts with the additional information on relative performance in later rounds.

### 4.3 The Effect of Performance Feedback

We now analyze the general effect of performance feedback. Doing so imposes several empirical challenges. To identify the effect of performance feedback on subsequent productivity requires to analyze the correlation between the current standing within the contest and the subsequently following output. However, it seems very likely that the variation of both these variables is to a large extent determined by the unobservable ability of the player. Thus, observing, for example, a positive correlation of performance feedback with subsequent productivity can simply be the result of the player being in general better in the game, i.e. having a higher ability or baseline productivity. A second concern regards the distribution of the idiosyncratic errors. Given that output levels in each round of one particular game typically resemble a repeated action, auto-correlation might occur, for example because of mean reversion. Given the dynamic nature of the analysis, this might induce a bias in the estimate. Another source of endogeneity is apparent if one considers output in the third round: Performance feedback is a function of output of both players in previous rounds.
However, if performance feedback actually influences output, then output of player \(j\) in round 2 depends on output of player \(i\) in round 1. As a result, the idiosyncratic error of output of player \(i\) in round 1 affects output of player \(j\) in round 2 through performance feedback. Output of player \(j\) in round 2 in turn again affects output of player \(i\) in round 3 through performance feedback, thus eventually inducing a correlation between the idiosyncratic errors in round 1 and 3. As a result, it seems unfeasible to simply assume errors to be i.i.d. within games. Put differently, to identify the effect of performance feedback requires to control for the general dynamics of repeated activities, which might lead to systematic output patterns even in the absence of performance feedback, as well as for endogeneity due to strategic interdependencies of output of both players.

We deal with these problems in the following way: First, to measure productivity in a particular round we use the demeaned number of words \(\text{words demeaned}_{i,g,r}\) as dependent variable. This variable is constructed by subtracting the average number of words of player \(i\) over all rounds in all games from the number of words achieved in the round considered. Thereby, the dependent variable reflects the deviation of output from the individual-specific mean output. Second, we choose an instrumental variable approach in order to isolate “clean” variation of performance feedback. As an instrument for performance feedback in rounds 2 and 3, we use the output of the opponent in the first round. This variable satisfies both criteria required to hold in order to serve as an instrument: First, output of the opponent in a previous round obviously has an substantial impact on performance feedback a player receives in subsequent rounds. Second, the exclusion restriction holds as the only mechanism through which output of player \(j\) in round 1 affects output of player \(i\) in subsequent rounds is through its effect on performance feedback. The following equations formalize this intuition for round 2:

\[
\begin{align*}
\text{words demeaned}_{i,g,2} &= f(\text{score}_{i,g,2}) + \epsilon_{i,g,2} \\
\text{score}_{i,g,2} &= g(\text{words}_{i,g,1}; \text{words}_{j,g,1}) \\
\text{words}_{i,g,1} &= f(\text{score}_{i,g,1}; \text{ability}_{i}) + \epsilon_{i,g,1} \\
\text{words}_{j,g,1} &= f(\text{score}_{j,g,1}; \text{ability}_{j}) + \epsilon_{j,g,1} \\
\text{score}_{i,g,1} &= \text{score}_{j,g,1} = 0 \\
\text{words demeaned}_{i,g,2} &= f(g(f(\text{score}_{i,g,1}; \text{ability}_{i}) + \epsilon_{i,g,1}; \text{words}_{j,g,1})) + \epsilon_{i,g,2}
\end{align*}
\]

One can see that by using the number of words achieved by the opponent in the first round \(\text{words}_{j,g,1}\) as an instrument for the relative performance before the start of the second round \(\text{score}_{i,g,2}\) the effect of performance feedback on subsequent output is identified
as long as \( \epsilon_{i,g,2} \) has no effect on \( \epsilon_{j,g,1} \).

The analysis proceeds as follows: The baseline specification is

\[
\text{words}_{\text{demeaned},i,g,r} = \alpha + \beta_1 \text{position}_{i,g,r} + \beta_2 + \text{userlevel}_{i,g} \epsilon_{i,g,r},
\]

where \( \text{position}_{i,g,r} \) is the difference in words player \( i \) and player \( j \) achieved in rounds prior to round \( r \) and thus a measure of performance feedback. The regression equation is estimated using 2SLS with \( \text{words}_{j,g,1} \) as an instrument for \( \text{position}_{i,g,r} \). This specification allows to test for the average effect of performance feedback on subsequent performance. However, it implicitly assumes a monotonous relationship between these two variables and thus does not allow the effect of an increase in relative performance to be different for being ahead or behind. To test whether this is the case, as a second and third specification we use the variable \( \text{ahead}_{i,g,r} \) and \( \text{behind}_{i,g,r} \), where either is again instrumented by \( \text{words}_{j,g,1} \) respectively. The former takes on the value of 1 if position is positive, i.e. player \( i \) is ahead in round \( r \) of game \( g \), while the latter takes on the value of 1 if position is negative, i.e. player \( i \) is behind in round \( r \) of game \( g \). Finally, to test whether the effect of being ahead or behind varies in the size of the difference in words after previous rounds, we run separate regressions for both cases, using the variable \( \text{position}_{i,g,r} \), which is instrumented by \( \text{words}_{j,g,1} \).

Table 5 presents the results. In column (1) one can see that the average effect of performance feedback on subsequent productivity is significantly negative, implying a stronger reduction of productivity the better relative performance turns out. Column (2) and (3) now disentangle the effect and test for the average effect of being ahead or behind, respectively.
If ahead \( i,g,r \) = 1 if behind \( i,g,r \) = 1

<table>
<thead>
<tr>
<th></th>
<th>(1) words_{dem, i,g,r}</th>
<th>(2) words_{dem, i,g,r}</th>
<th>(3) words_{dem, i,g,r}</th>
<th>(4) words_{dem, i,g,r}</th>
<th>(5) words_{dem, i,g,r}</th>
</tr>
</thead>
<tbody>
<tr>
<td>position</td>
<td>-0.016***</td>
<td>-0.038***</td>
<td>-0.037***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>userlevel_{i,g}</td>
<td>-0.006***</td>
<td>-0.006***</td>
<td>-0.006***</td>
<td>-0.002</td>
<td>-0.011***</td>
</tr>
<tr>
<td>ahead</td>
<td></td>
<td></td>
<td></td>
<td>-0.377***</td>
<td>0.376***</td>
</tr>
<tr>
<td>behind</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.083***</td>
<td>0.263***</td>
<td>-0.096***</td>
<td>0.286***</td>
<td>-0.129^*</td>
</tr>
</tbody>
</table>

Notes: This table shows IV 2SLS regressions of demeaned output (words_{demeaned, i,g,r}) on variables reflecting performance feedback. position_{i,g,r}, ahead_{i,g,r} and behind_{i,g,r} are instrumented by words_{j,g,1}. Variable definitions are given in the text. Standard errors clustered at the player level in parentheses. *** denotes significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level.

Table 6: The effect of performance feedback: round 2

It becomes apparent that when being ahead, players reduce their productivity on average by 0.29 words per round, while they increase their productivity by the same amount when being behind. The fact that the two effects are similar in absolute value is a consequence of there being almost no rounds in which previous performance for both players was exactly similar. Column (4) and (5) now look at how effect sizes change when the difference in previous performance increases. Column (4) thereby reveals that the reduction in output when being ahead becomes the stronger the larger the lead is, i.e. the higher the value of position_{i,g,r}. Similarly, column (5) shows the increase in output due to being behind becoming the stronger the larger the gap in previous performance.

To summarize, one can see that performance feedback leads players to adjust their behavior in the following way: When being ahead, players reduce productivity, while they increase productivity when being behind and both these effects become the stronger the larger the gap in previous performance is.
4.4 The Interaction of Information on Heterogeneity and Performance Feedback

After having discussed the effects of information about heterogeneity and performance feedback in isolation, we finally analyze the interaction of the two, i.e. how the strength of the effect of performance feedback differs with respect to differences in user levels. A straightforward way to look at this is by incorporating interaction terms of *ahead* and *favorite* and *underdog*. Doing so obviously raises similar concerns with respect to identification as in the case for the analysis of performance feedback: Given that *position* (and thus also *ahead* and *behind*) itself was prone to endogeneity and thus had to be instrumented, this issue also applies for its interactions with other variables. This therefore calls for additional instruments. Thus, we will add interactions of *favorite* and *underdog* with *words* to the first-stage regressions. This yields the following regression model:

\[
\text{words}_{demeaned_{i,g,r}} = \alpha + \beta_1 \text{userlevel}_{i,g} + \beta_2 \text{favorite}_{i,g} + \beta_3 \text{underdog}_{i,g} + \beta_4 \text{ahead}_{i,g,r} + \beta_5 \text{ahead} \times \text{underdog}_{i,g,r} + \beta_6 \text{ahead} \times \text{favorite}_{i,g,r} + \epsilon_{i,g,r},
\]  

\( \text{Notes: This table shows IV 2SLS regressions of demeaned output (words}_{demeaned_{i,g,r}} on variables reflecting performance feedback. *position*, *ahead*, and *behind* are instrumented by *words*. Variable definitions are given in the text. Standard errors clustered at the player level in parentheses. \( \ast \ast \ast \) denotes significance at the 1 percent level, \( \ast \ast \) at the 5 percent level, and \( \ast \) at the 10 percent level.}

Table 7: The effect of performance feedback: round 3
Table 8: The interaction of information on heterogeneity and performance feedback

The model will be estimated by 2SLS with ahead_{i,g,r}, ahead*underdog_{i,g,r} and ahead*favorite_{i,g,r} being instrumented by the interactions of favorite_{i,g} and underdog_{i,g} with words_{j,g,1}.

Table 8 presents the results. The reference category to which the interpretation of the coefficient of the constant applies is a player whose opponent has the same user level and who is currently behind in the contest. In the bottom of Table 8 effect sizes and standard errors for the different dummy variable combinations are depicted. Column (1) refers to results based on the entire sample, i.e. both rounds 2 and 3, while column (2) shows results based only on observations in round 2 and column (3) in round 3. The dependent variable is again \( \text{words}_{\text{demeaned},i,g,r} \) and can still be interpreted as the deviation of output from the individual-specific mean. The results show that when being behind players significantly increase their output, no matter whether they are playing against an opponent with a similar user level or they play as a favorite or an underdog. The insignificant coefficients of favorite_{i,g} and underdog_{i,g} as well as the absence of a statistically significant difference in their coefficients (p-value: 0.76) further imply that the effect of being behind also quantitatively does not depend on the player’s relative user level. This result does not apply to cases...
when a player is ahead in the contest. Here, favorites behave fundamentally different compared to underdogs, as they reduce output when being behind while underdogs in contrast increase output. This also implies that the overall reduction of output when being ahead documented in the previous section is entirely driven by favorites. The breakdown of the analysis distinguishing round 2 and round 3 behavior is in line with the aggregated results, as all signs of the respective effects point into the same direction, although not all of them are statistically significant.

5 Conclusion

In this chapter, we analyzed how performance feedback and information on heterogeneity of participants affect behavior in dynamic contests. A summary of the results reads as follows: First, over the entire course of a game, players increase output as underdogs and decrease output as favorites, which negatively affects winning rates as compared to the counterfactual of not conditioning output on opponent characteristics. The effect increases in the difference of opponents’ user levels. Second, this effect is already present in the absence of performance feedback, i.e. in the first round in which the contest is still equal. However, first round differences are smaller than overall differences in output, so that they do not make up for the entire output gap between games as a favorite and an underdog. Third, performance feedback leads players to reduce output when being ahead and increase output when being behind. The strength of these effects increases in output differences. Finally, an analysis of the interaction of information on heterogeneity and performance feedback reveals that the output-reducing effect of being ahead is entirely driven by favorites, as players generally increase their output when being an underdog, independent of being ahead or behind.

Neither of the mechanisms described in Section 3 can fully rationalize these systematic patterns in the data. First, the intuition behind the momentum effect, i.e. the notion that players want to make contests as unequal as possible in order to commit to lower effort levels in later stages, would predict the opposite effect of performance feedback: Players being ahead should increase output, while those behind should reduce their output. Similarly, although this is not explicitly modelled, one would expect a similar effect with respect to information on ex ante heterogeneity, i.e. that players increase output as favorites and reduce output as underdogs. Second, the “evaluation effect” as described by Ederer (2010), i.e. that output should decrease in the absolute difference of relative past performance, is not entirely confirmed in the data: While the fact that favorites reduce output the stronger the larger they lead is consistent with this mechanism, players being behind increasing their output the larger the gap becomes is in stark contrast to what this theory predicts. Third, the
“motivation effect”, i.e. the idea that positive performance feedback resembles a positive signal about relative ability and thus induces an increase of output, cannot be confirmed. Finally, the implications of disappointment aversion as modelled by Gill and Prowse (2012) are rejected by the data as well.

This inconsistency of the empirical evidence with existing theoretical predictions from the literature has several potential explanations with different implications. First, one might wonder about the representability of the setting at hand and thus to what extent data on behavior in gaming applications on cell phones and tablets is actually likely to carry over to other settings in which contest structures occur and might be of higher importance from a policy perspective. Investigating this argument further would require to look at data from other settings and check whether the respective results accord more closely to existing theory or rather confirm the patterns found here. Such a result would raise the issue of the generality of behavioral patterns in dynamic contests: Comparing the setting at hand to, for example, political campaigning as studied by Denter and Sisak (2013), it becomes apparent that these settings probably differ strongly with respect to the underlying production technologies and also the specificities of the respective game forms, although appearing rather similar at first. For instance, opportunity costs of effort are likely to differ substantially. The fact that these differences in the characteristics of the contest coincide with differential behavioral patterns indicates that they should be investigated further, as they potentially have an substantial effect on outcomes.

Second, the existing theoretical literature might not yet have been able to capture the main determinants and mechanisms actually underlying behavior in competitive situations. In this regard, especially the systematic incorporation of alternative decision models and preference structures from the behavioral economics literature might prove valuable in explaining behavior in settings like the one studied here. A systematic analysis of the consequences of reference dependence in dynamic contests thereby seems particularly promising, given the multitude of potential reference points due to the different kinds of information typically revealed during dynamic contests.

Finally, another potential explanation for the incoherence of theory and empirical evidence is the likely heterogeneity of behavioral types among participants. As the study at hand only documents average patterns in the data, these can be interpreted as behavior of the “average individual” (in the sample). However, if individuals are actually sufficiently heterogeneous with respect to their behavioral patterns, averaging their behavior is unlikely.

---

9However, assuming substitutability between effort and ability might generate predictions matching the patterns documented here.
to yield reasonable conclusions. Given the variety of plausible theoretical mechanisms in
dynamic contests, type heterogeneity seems to be particular likely. The question would then
be to what extent at least behavior by the same individual adheres to a consistent behavioral
type, or put differently, whether within-individual behavior can be rationalized by specific
theoretical mechanisms. In principle, the data at hand is well suited for this endeavor,
given the substantial number of individuals on which a reasonable amount of data exists.
An endogenous classification of individuals to different behavioral types could therefore be
reasonably tested. The relative frequency of different behavioral types could then in turn
also inform theory about the relative relevancy of different theoretical mechanisms and thus
provide guidance to future theoretical research.
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