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Abstract 
 
Banking regulations often differ between countries. For instance, some regulators oblige 

banks to document their evaluation of firms’ creditworthiness and thereby determine the 

banks’ lending technology. We study in a theoretical model how differences in regulation 

influence competition between domestic and foreign banks and the effect of regulatory 

harmonization on cross-border lending. We predict that lending rates are lower and 

access to credit is easier for firms located in the border region if regulation differs. We 

confirm the model’s predictions using unique bank- and firm-level data from Germany 

by employing a difference-in-difference estimation. 
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1. Introduction  

The credit market in the European Union (EU) is one of the EU’s least integrated 

markets.1 Small and opaque firms still face significant barriers to accessing EU-wide 

financing opportunities, and problems stemming from information asymmetries are 

severe. As a result, relationship banking plays an important role, and therefore, the 

physical distance between banks and firms is an influential variable. Small and opaque 

firms are also most strongly affected by EU-wide regulatory differences (ECB, 2010). 

Therefore, policy attempts to harmonize banking regulations. In this paper, we analyze 

how harmonization affects the credit market and the financing opportunities available to 

firms. We address this issue both theoretically and empirically using the example of 

regulatory harmonization between Germany and Austria for our empirical identification 

strategy.  

In the European Union, banks have been allowed to operate abroad for several 

years, be it by market entry through new branches or acquisitions or through cross-

border lending. However, legal provisions and, in particular, banking regulations differ 

between European countries despite efforts to harmonize them. For example, Germany 

and Austria both require banks to document how they assess the creditworthiness of 

firms above a certain threshold for the national supervisory authority. The threshold 

above which documentation is required was higher in Austria than in Germany (Hahn 

and Rößler, 2009). Until May 2005, banks had to document their assessment of 

creditworthiness for loans exceeding EUR 250,000 in Germany and EUR 750,000 in 

Austria. German (cooperative and savings) banks complained about competition from 

Austrian banks through cross-border lending, and the threshold value in Germany was 

subsequently adjusted to the Austrian level (Economist, 2005).2  

                                                 
1 Several analyses and reports try to quantify the degree of integration by measuring interest rate 

convergence, cross-border capital flows, or mergers. These surveys include Baele et al. (2004), Barros et 

al. (2005), Dermine (2006), Kleimeier and Sander (2007), and Heuchemer et al. (2008).  
2 This type of regulation is used only in Germany and Austria, and the difference in thresholds has existed 

for a long period of time. However, after the introduction of a common currency, banks began to engage 

in cross-border lending. The adjustment of the threshold value in Germany is in line with the Lamfalussy 

approach, which aims to reduce the difference in financial regulation and supervision.  
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Our paper begins with a theoretical analysis of the effect of regulatory differences 

between states and the effect of regulatory harmonization on cross-border lending. The 

theoretical model consists of a domestic and foreign bank, both of which choose their 

lending technologies. Both banks evaluate the creditworthiness of firms by using either 

‘private’ or ‘verifiable’ information. We define ‘private information’ as information 

obtainable only from personal interaction between the bank and the firm. ‘Verifiable 

information’ is objective, and it does not depend on personal interaction and is thus 

independent of the physical distance between the bank and the firm. Most importantly, 

only verifiable information can be reported to the supervisory authority. In our 

empirical analysis, we then test the theoretical model using unique firm-level and bank-

level data from Germany. We exploit surveys on firms’ perceptions of banks’ lending 

behavior, and we apply a difference-in-difference estimator to identify the effect of a 

regulatory difference on cross-border lending. By conducting a robustness analysis, we 

discuss the possible impact of cross-border lending on regional banks.  

We obtain three main findings. First, the model predicts that for the foreign bank, 

cross-border lending is especially attractive if the domestic bank is facing stricter 

regulations; i.e., if it must use verifiable information. Correspondingly, the domestic 

bank suffers from regulation differences. Indeed, we observed that German banks 

lobbied for regulatory provisions to match those in Austria.  

Secondly, our model shows that the probability of a firm located in the border 

region receiving loan offers from banks in both states depends on whether the regulation 

between these states differs. If the domestic bank is subject to stricter regulations than 

the foreign bank, there is a parameter range in which a firm’s proximity to the Austrian 

bank increases the probability that it will receive loan offers from both banks. A 

difference-in-difference estimation shows that firms located closer to the Austrian 

border are more likely to perceive bank access to loans as accommodating as long as 

regulatory differences exist. This result is consistent with the research of Presbitero and 

Zazzaro (2011), who find that more competition (in our case, through regulatory 

differences) increases relationship lending in markets dominated by small local banks. 

Finally, we show that the lending rate offered by the domestic bank depends on its 

proximity to the foreign bank. A German bank located relatively close to an Austrian 

bank demands lower lending rates when regulation differs; lending rates also increase 
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with the distance from the Austrian bank. The robustness analysis for an alternative data 

set of regional banks documents that the lending rates of German banks actually 

increase with the distance of these banks to Austria.  

The paper is organized as follows. The next section presents a review of the related 

literature. Then, in section 3, we develop a theoretical model that captures the situations 

with and without regulation between two neighboring countries. Section 4 presents the 

difference-in-difference estimation for the firms’ perception of access to credit, and we 

present similar results for lending rates taken from bank balance sheets in the robustness 

analysis. Finally, section 5 presents the conclusion.  

 

2. Literature review 

Our paper is related to several lines of research, including the role of financial 

deregulation, the relationship between distance in lending and foreign bank entry. The 

effects of regulatory changes are usually studied in the context of branching 

deregulation in some US states.3 This literature (as summarized by Strahan, 2003) 

suggests that deregulation leads to faster growth and reduces volatility in the business 

cycle by fostering entrepreneurship. However, other authors propose that deregulation 

may negatively affect entrepreneurship in some regions (Wall, 2004) or that it does not 

significantly affect growth (Huang, 2008). Rice and Strahan (2011) show that small and 

medium enterprises (SMEs) in states with intense interstate banking benefit from lower 

interest rates. They suggest that deregulation causes banks to be more competitive, and 

this manifests itself in the form of lower interest rates. However, other features of the 

loan contract and access in general do not change.  

Petersen and Rajan (2002) document that the physical distance between borrowers 

and banks in the U.S. has increased significantly over the last decades; they attribute 

this development to advances in information technology. Better information processing 

systems allow banks to access more hard information, and thus the need to collect soft 

information decreases. Hard information is usually recorded and does not have to be 

collected in person (Petersen, 2004). By contrast, soft information typically is gathered 

                                                 
3 Note that in contrast to the US, banks in Europe have been free to operate abroad for several years. 

However, legal provisions and, in particular, banking regulation differ between European countries 

despite efforts to harmonize these and thus provide a level playing field. 
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through personal interaction between a firm and a bank or as a result of geographical 

proximity to a firm (Stein, 2002).4 As a result, hard information is more amenable to 

comparative analyses (Petersen, 2004).  

In most theoretical models, differences in lending technology are captured in the 

cost of acquiring information. In these models, the bank always obtains a perfect signal 

and therefore will finance only creditworthy firms. Due to the hold-up problem, the 

interest rate is higher for firms located closer to a bank because they are farther away 

from the competitor (see, for example, Degryse et al., 2008). Lending technologies may 

also differ in their assessment of the creditworthiness of firms. In Hauswald and 

Marquez (2006) the quality of the signal decreases with the distance between a bank and 

a firm. In such models, banks are not always active on the credit market. However, there 

is no definitive prediction about the effect of distance on the overall probability of 

receiving a loan offer. Regarding interest rates, the result is the same as before. The 

closer a firm is to the informed bank, the higher the interest rate (Hauswald and 

Marquez, 2006).5  

This relationship between distance and the availability of soft information explains 

why price discrimination exists. Empirical studies by Degryse and Ongena (2005) and 

Agarwal and Hauswald (2010) find that as the distance between a borrower and his 

bank increases, the interest rate on loans decrease; however, as the distance between the 

borrower and the competing bank increases, the interest rate also increases. These 

results are due to the hold-up problem a borrower faces with its incumbent bank as it 

exploits its proprietary information to extract rents. Agarwal and Hauswald (2010) show 

that distance influences the loan rate and the availability of loans. The probability that a 

borrower gets an offer from his bank decreases with the distance from his bank, but the 

probability of an offer from a competing bank increases with this distance. Therefore, 

Agarwal and Hauswald (2010) conclude that price discrimination is due to asymmetric 

information between banks and is not caused by transportation costs (as suggested by 

                                                 
4 The literature often refers to hard and soft information in similar contexts. However, we focus on 

whether information can be communicated between the bank and the financial supervisor agency.  
5 Casolaro and Mistrulli (2008) obtain the same result in a model in which they allow banks to choose 

between granting relational or transactional loans. In their model, functional distance, which depends on 

the organizational structure of the bank, is the crucial determinant of this choice. 
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Degryse and Ongena, 2005).6 All of these papers study distance between a borrower and 

a bank operating in a single country. By contrast, we investigate the role of distance in 

cross-border lending. 

So far, the empirical evidence on the effects of foreign banks (as a result of entry 

through either greenfield investment or acquisition) is mixed. Most of the existing 

research focuses on emerging markets, and – even more importantly – these papers do 

not discriminate between the modes of foreign bank entry.  

To the best of our knowledge, our theoretical and empirical analysis of the effects of 

regulatory differences on cross-border lending is a novel contribution to the existing 

literature. Market entry via cross-border lending increases bank competition in the 

border region and improves its lending conditions. Thus, we provide evidence of 

distance and border effects in cross-border lending. This set-up differs from most other 

papers on foreign bank entry (see, for example, Berger et al., 2001; Mian, 2006). 

Previous approaches assume that the foreign bank has an advantage in dealing with 

verifiable information because they enter a new market (which is often distant from the 

bank’s home country) through greenfield investment or acquisition. In contrast, we 

study lending practices to small and opaque firms in a cross-border context. 

 

3. Model of cross-border lending 

Our model captures banks and firms in two countries which may have different banking 

regulations. In the model, there is a continuum of (domestic) firms, the number of which 

is normalized to 1, and they are distributed uniformly on a Hotelling line of length 1. 

Firms want to undertake an investment project that has a cost of I . However, they do 

not have the funds to finance the projects themselves and therefore need to finance the 

investment with credit. We introduce two types of firms; good firms represent a fraction 

  of the population and will be successful with probability p , and bad firms will 

always fail. If successful, a firm generates a return of X . If it fails, the return is 0. We 

                                                 
6 Evidence from Italy (Alessandrini et al., 2009) confirms that a borrower’s financing constraint increases 

in functional distance, which is the distance between a borrower’s and a bank’s location (where decisions 

about loans are made). 
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assume that the expected profit of a good project is positive, i.e., 0 I pX  , and that 

the average profitability of all projects is positive, i.e.,  IpX .  

The firm can demand a loan from either a domestic bank or a foreign bank; these 

banks are located at opposite ends of the Hotelling line. Banks cannot observe a firm’s 

creditworthiness, but they can observe its location and make their offers contingent on 

the firm’s location; i.e., they price discriminate. Banks demand loan repayment rates of 

R  if a firm is successful, where DR  denotes loan repayment to a domestic bank and 

FR  repayment to a foreign bank. The two banks have the same costs of refinancing, 

which we normalize to zero.   

Banks can gather private or verifiable information. They can obtain verifiable 

information, for instance, from the firm’s balance sheet by conducting a 

creditworthiness test. This verifiable information can be easily communicated, 

particularly to the supervisory authority. We capture the underlying screening as a 

procedure that gives the bank an imperfect signal about the type of the firm, which is 

correct with a probability of 15.0,   . The quality of the signal is independent of 

the distance between the firm and the bank because verifiable information can be 

communicated easily. Alternatively, the bank can rely on private information, which 

consists of insights gained during personal interaction between the loan officer and the 

firm’s manager, for instance. However, this private information cannot easily be 

communicated to the supervisory authority. The bank obtains private information 

through a signal that reveals the firm’s type correctly with a probability of 

15.0,   . 

As distance increases, it is more difficult to acquire and address private information. 

The quality of the signal   deteriorates with the distance between the firm and the 

bank, and the parameter d denotes the distance between the foreign bank and the firm. 

We assume that both the domestic and the foreign bank use the same technology to 

process private information. Therefore, if both banks use private information, they 

obtain the correct signal with the same probability as firms that are located equidistant 

from the two banks, i.e., at d=0.5 (see Figure 1 for an illustration). Beyond a certain 

threshold, the verifiable information will be more precise. Thus, we denote the distance 

to the foreign bank at which verifiable and private information are equally precise as d*. 
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We focus on the case in which it is a disadvantage for the domestic bank to use 

verifiable information, and we assume that at d=0.5, the quality of private information is 

higher than that of verifiable information,   .7  

 

Figure 1: Probability that a Bank Receives a Correct Signal 

 

 

For each location, the banks decide which lending technology to adopt and are not 

required to use one technology for all of their lending decisions. This set-up implies that 

the banks’ costs for acquiring information consist of the expected losses arising from a 

wrong signal. There are no variable costs involved.8 We assume that a bank (denoted by 

subscript 2) makes an expected loss if it finances a firm for which it obtains a positive 

                                                 
7 Thus, when the domestic bank obtains a more precise signal from verifiable (rather than private) 

information, firms are relatively close to the foreign bank. This is the case for firms at a distance of  

d<1-d*<0.5.  
8 In many models, the costs to acquire different types of information vary, but the signals obtained are 

perfect. However, in our model, the costs are captured by the expected losses. We could add costs to the 

evaluation of creditworthiness. Nevertheless, this would not qualitatively change our results and would 

render the exposition of the results less clear. 
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signal but the competing bank has rejected that firm, i.e., for all possible combinations 

of lending technologies, 

          01111
2121

 IssIpRss D   for  or  ,or  
21
 ss .  

The foreign bank would have fixed costs of k to serve the (domestic) market, and the 

domestic bank has invested the fixed costs to implement the technology needed to 

acquire verifiable information. Thus, for the domestic bank, these fixed costs are sunk. 

The foreign bank can decide whether to incur the fixed costs k or not. We assume that if 

the bank is indifferent between the two technologies, it adopts the one in which the 

signal precision is higher. 

The timing of events in the model is as follows. In the first stage, the foreign bank 

decides whether to serve the market or not. Then, the banks select a lending technology 

if they are free to make this choice, or they adopt the lending technology imposed on 

them by regulation. In the third stage, banks simultaneously announce the loan 

repayments that they require from the applicant, and in the fourth stage, firms 

simultaneously submit credit proposals to both banks. Banks then receive signals about 

the firms’ creditworthiness and select a firm to receive a loan. Firms then decide from 

which bank they will borrow. Finally, payoffs are realized and, if successful, firms 

repay the bank loan.  

We solve the game through backward induction and start by analyzing the banks’ 

decision to grant a loan. Banks will only finance firms with a positive signal because 

financing bad firms yields a loss. Next, we study the banks’ decision on lending rates. 

This decision depends on the lending technology chosen in the first step. There are three 

different possible scenarios, which we will study separately. When deriving the lending 

rates, we obtain the banks’ profits, and we use bank profits to investigate the banks’ 

decision related to lending technology.  

3.1. Private and verifiable information 

Suppose first that the foreign bank uses private information and the domestic bank uses 

verifiable information. The profit of both banks depends on the quality of its own signal 

and the quality of the competitor’s signal. Banks offer loans to firms with a positive 

signal, and these firms consist of two groups. First, there are firms for which both banks 

obtain a positive signal. Second, there are firms for which the foreign bank receives a 

positive signal even though these firms were rejected by the competing bank. As we 
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assumed before, financing this latter type of firm yields a loss for this bank. The first 

group of firms will accept the offer if the repayment rate offered is lower than that of 

the competitor. The second group of firms will always accept the offer. The cumulative 

distribution function of the loan repayments to the foreign bank is denoted by FF . 

Then, the profit function of the domestic bank D can be written as follows: 

           
         I11IpR11

I111IpRRF1R
D

DDFDD








  (1) 

The quality of the foreign bank’s signal depends on the firm’s location, i.e., on the 

distance between the bank and the firm. For firms close to the foreign bank ( *dd  ), 

the foreign bank is better informed about the firms’ creditworthiness than its competitor 

and thus possesses an information advantage. This implies that the domestic bank 

requires a higher repayment rate on the loan to break even (denoted by DR ) than the 

foreign bank. Consequently, the foreign bank can marginally undercut the domestic 

bank and make a positive profit from all customers of  

 

 

 1I
F

.     (2) 

In this type of model, there is no equilibrium in pure strategies. We can use the 

equations derived so far to characterize the equilibrium in mixed strategies. For firms 

located farther away from the foreign bank ( *dd  ), the same logic applies but the 

domestic bank is now the better-informed bank. The results are summarized in the 

following lemma.  

 

Lemma 1 [Foreign (domestic) bank uses private (verifiable) information]: 

(1) For firms at a distance of *dd  , the foreign bank offers loan repayment rates of 

FR  according to  

      
      XRR

IIpR

IIpR
RF DF

F

F
FF ,  

11

11









.  

The domestic bank offers loan repayment rates of RD according to  

      
      XRR

IIpR

IIpR
RF FD

D

D
DD ,  

11

11
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and does not make an offer with a probability of  XF1 D . The foreign bank 

makes expected profits of  

 




1I
F

*dd
 and the domestic bank of 

0
D

*dd



 . 

(2) For firms at a distance of *dd  , the foreign bank offers loan repayment rates of RF 

according to  

      
    

 X,RR
I11IpR

I11IpR
RF DF

F

F
FF 




   







  

and does not make an offer with a probability of  XF1 F . The domestic bank 

offers loan repayment rates of RD according to  

      
    

 X,RR
I11IpR

I11IpR
RF FD

D

D
DD 




   




.  

The foreign bank makes expected profits of 0
F

*dd



  and the domestic bank of 

 

 




1I
D

*dd
.  

Proof: See Appendix. 

 

When firms are close to the foreign bank, the foreign bank has an information 

advantage and can undercut the domestic bank. If the domestic bank’s offer is indeed 

undercut, the domestic bank will finance only those firms that were rejected by the 

foreign bank but nevertheless generate a positive, verifiable signal. Their average 

quality does not produce positive profits. Thus, the domestic bank is better off staying 

out of the credit market with a positive probability. As a result, it will make zero 

expected profits from all loan repayments. Both banks continuously mix their loan 

repayment rates in the ranges specified in Lemma 1. The foreign bank can exploit its 

private information by demanding X with a probability of  XF1 F . For firms located 

farther away, the precision of the domestic bank’s signal is higher. Accordingly, the 

foreign bank then stays out of the market with a positive probability (part 2 of Lemma 
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1). The same argument put forth in Lemma 1 can be applied if the foreign bank uses 

verifiable information and the domestic bank uses private information.9  

 

3.2. Verifiable information 

Suppose next that both banks use verifiable information. Given that signals are 

independent, the profits are equivalent to the one in equation (1). The next lemma 

describes the resulting equilibrium.  

 

Lemma 2 [Both banks use verifiable information]: 

In this case, the banks are symmetric and each offers loan repayment rates of R 

according to  

      
       X,RR

I11IpR

I11IpR
RF

22





   




  

and does not make an offer with a probability of  XF1 . Both banks make zero 

expected profits. 

Proof: See Appendix. 

If both banks use verifiable information, they are symmetric. They both stay out of 

the credit market with positive probability, as this protects them against losses. 

Otherwise, the results in Lemma 2 are equivalent to those in Lemma 1.10 

 

                                                 
9 Like the foreign bank, the domestic bank could be in a position to obtain private information in addition 

to verifiable information. However, due to regulations, the domestic bank is obliged to collect verifiable 

information. Given that it must be able to prove the creditworthiness of the firm to its supervisory 

authority, it cannot grant a loan to a firm with a bad (verifiable) signal although it knows (from private 

information) that the firm is good. Conversely, if a firm has a positive, verifiable signal and the bank has 

private information that the firm is bad, it will not grant a loan. Due to this first effect, the qualitative 

results of our analysis will hold. 
10 The seminal research of Broecker (1990) introduces the model for competition between banks with 

imperfect information and symmetric banks. 
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3.3. Private information 

Suppose that both banks use private information. We denote the probability that they 

receive the correct signal as F  for the foreign bank and as  D for the domestic 

bank.  

 

 

Lemma 3 [Both banks use private information]: 

(1) For firms at a distance 5.0d  , the foreign bank offers loan repayment rates of 

RF according to  

      
      X,RR

I11IpR

I11IpR
RF DF

DFFDF

DFD
FF 




   




. 

The domestic bank offers loan repayment rates RD according to  

      
      X,RR

I11IpR

I11IpR
RF FD

DFDDF

DDD

D

F
DD 




   








  

and does not make an offer with a probability of  XF D1 . The foreign bank 

makes expected profits of  
D

DFF
1I5.0d



 
  and the domestic bank of 

0
D

5.0d  . 

(2) For firms at a distance of 5.0d  , the foreign bank offers loan repayment rates 

of RF according to  

      
      X,RR

I11IpR

I11IpR
RF DF

DFFDF

FFF

F

D
FF 




   








  

and does not make an offer with a probability of  XF F1 . The domestic bank 

offers loan repayment rates of RD according to  

      
      X,RR

I11IpR

I11IpR
RF FD

DFDDF

FDF
DD 




   




.  

The foreign bank makes expected profits of 0
F

5.0d   and the domestic bank of 

 
F

FDD
1I5.0d 

 
 .  
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Proof: See Appendix. 

 

3.4. Choice of lending technology 

In the next step of the backward induction, we derive the banks’ choice of the lending 

technology. Lemmas 1 to 3 imply that profit depends on the distance between the bank 

and the firm. Consequently, the choice of the lending technology also depends on 

distance. We can describe the banks’ choice in the following proposition: 

 

Proposition 1: 

 In the presence of regulatory provisions, the domestic bank has to use verifiable 

information, whereas the foreign bank can choose its information source and 

uses private information. 

 In the absence of regulatory provisions, for distance d  [0;1-d*), the foreign 

bank uses private information, and the domestic bank uses verifiable 

information, and for distance d  [1-d*;1], both banks use private information. 

Proof: See Appendix. 

 

When selecting their lending technology, banks compare their profits. If the 

domestic bank must use verifiable information, the foreign bank’s best choice is to 

employ private information. If the foreign bank also uses verifiable information, 

competition would drive down profits to zero. Moreover, in a wide parameter range, 

private information yields a more reliable signal than verifiable information, and this 

gives the foreign bank an information advantage.  

If the domestic bank is free to choose its lending technology, distance becomes a 

key variable. For firms close to the foreign bank, i.e., d  [0;1-d*), the dominant 

strategy of the foreign bank is to use private information, as it yields a more precise 

signal. For the domestic bank, it is then optimal to use verifiable information to best 

protect itself against financing bad firms. For firms closer to the domestic bank, i.e., d  

[1-d*;1], both banks use private information.  

In the last step of the backward induction, we study the foreign bank’s choice to 

serve the market under consideration. The foreign bank will enter the market if the 

expected profits in that market exceed the fixed costs of serving the market k. When 
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comparing the profits of the foreign bank with and without regulation of the domestic 

bank, we obtain the following result: 

Proposition 2: When regulatory provisions force the domestic bank to use verifiable 

information, the domestic bank offers lower loan repayment rates to firms at a distance 

of d  [1-d*;1] than in the absence of these regulatory provisions. Thus, the foreign 

bank’s profit is higher, and market entry is more attractive.  

Proof: See Appendix. 

 

Both in the presence and absence of regulation, the contracts are the same for firms 

at a distance of d  [0;1-d*). However, firms outside of this interval are offered a lower 

repayment rate by the domestic bank if regulation is in place. This occurs because 

regulation forces the domestic bank to use verifiable information, even though it 

provides a less precise signal than private information. Therefore, the informational 

advantage that the domestic bank can exploit is smaller. Moreover, the expected profits 

of the foreign bank are higher because profits are higher for firms at a distance of d  

[1-d*;0.5] and because they are positive for firms at a distance of d  [0.5;d*].  

Ultimately, we are interested in the effect of distance on the credit market. 

Comparative statics provide the following results: 

 

Proposition 3:  

(1) If regulatory provisions are applied, a lower distance between the firm and the 

foreign bank implies that 

 the probability that a good firm receives an offer from both banks  

o is affected ambiguously by a distance d  [0;d*), depending on the impact 

of distance on the underlying technology.  

o is higher for firms at a distance of d  [d*;1]. 

 the loan repayment rates offered by the domestic bank are higher for firms 

within a distance interval of d  [0;d*) and lower for an interval of d  [d*;1]. 

(2) If no regulatory provisions are applied, a lower distance between the firm and the 

foreign bank implies that 
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 the probability that a good firm receives an offer from both banks is 

ambiguously affected by distance depending on the impact of distance on the 

underlying technology.  

 the loan repayment rates offered by the domestic bank are higher for firms at a 

distance of d  [0;0.5) and lower for d  [0.5;1]. 

Proof: See Appendix. 

 

When the domestic bank is obliged to use verifiable information, we find that for 

firms close to the foreign bank, the foreign bank has an information advantage relative 

to the domestic bank. Banks will always offer loans to firms with a positive private 

signal. However, the domestic bank does not always offer loans. The probability that it 

offers a loan (i.e., is active on the credit market) is lower for firms close to the foreign 

bank. Thus, there are two countervailing effects that cause an undetermined sign and 

one of these effects will dominate depending on how strongly the informational content 

of the private signal deteriorates with distance and how important these information 

losses are at different locations. This effect will also influence the probability with 

which the domestic bank is active on the credit market. Nevertheless, we know that the 

information advantage of the foreign bank is highest for the closest firms, meaning that 

the domestic bank faces a stronger adverse selection problem. Thus, the domestic bank 

has to require higher loan repayment rates. Therefore, within this distance, firms located 

closer to the foreign bank are offered higher loan repayment rates by the domestic bank. 

Secondly, we compare firms that are located farther away from the foreign bank. 

Within this group, firms that are closer to the foreign bank have a higher probability of 

receiving offers from both banks. The domestic bank always makes an offer to firms 

with a positive signal. However, the foreign bank stays out of the credit market with 

positive probability. This probability is lower if the firm is closer to the foreign bank, as 

the information disadvantage of the foreign bank is smaller in this instance. Moreover, 

the quality of the signal increases with greater proximity. Thus, it is even more likely 

that the foreign bank obtains a positive signal for a good firm. Accordingly, the 

probability that the good firm receives two offers increases the closer it is to the foreign 

bank. Moreover, as the quality of the foreign bank’s signal improves, the foreign bank 
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can make more aggressive bids to nearby firms. This drives down the loan repayment 

rates offered by the domestic bank for firms that are closer to the foreign bank. 

When the domestic bank is not subject to regulatory provisions, we again find that 

there are countervailing effects on the probability that a good firm is offered a loan 

(following from the same arguments as presented above). However, unlike when there 

are differences in regulation between states, this dynamic applies to all firms. Moreover, 

the loan repayment rates offered by the domestic bank increase for firms located closer 

to the foreign bank within a distance interval of [0;0.5). This occurs because the 

domestic bank faces a stronger adverse selection effect for firms located closer to the 

foreign bank, and it therefore demands higher loan repayment rates. For firms in the 

other parameter range, i.e., those that are closer to the domestic bank, a greater distance 

between the domestic bank and the firm means that the informational advantage 

available to the domestic bank – which it can use to demand higher loan repayment 

rates – is lower. Moreover, the private signals obtained by the foreign bank for these 

firms improve in quality such that the foreign bank exerts more competitive pressure. 

As a result, the loan repayment rates offered decrease for firms closer to the foreign 

bank.  

 

3.5. Testable hypotheses  

Based on our theoretical model, we derive testable hypotheses for the lending rates 

offered by domestic banks and the banks’ lending attitudes and determine how these 

variables are affected by distance. Given that the empirical analysis in the present study 

focuses on regulatory differences between Germany and Austria, we consider the 

German firms and banks as domestic agents and the Austrian banks as the foreign bank.  

From our geographical data (which is described below), we can determine the 

proximity of the German firms and banks to the Austrian banks. Therefore, provided 

that the Austrian bank serves the market in question, the conditions observed in border 

regions are best captured by the results for firms located at d  [0.5;1]. Proposition 3 

implies hypothesis 1 concerning the banks’ readiness to lend. Proposition 2 implies 

hypothesis 2 regarding the lending rates required by the domestic bank. Thus, in the 

next section we test the following two hypotheses.  
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Hypothesis 1: Firms located closer to the border are more likely to perceive banks’ 

lending behavior as accommodating if regulatory differences between the two countries 

exist.11 

Hypothesis 2: Banks located closer to the border have lower lending rates if regulatory 

differences between the two countries exist.  

When regulation is harmonized across the two countries, the financing conditions 

become less favorable for firms in the border region. However, the lending rates will 

still be influenced by the distance to the border because – provided the foreign banks 

engage in cross-border lending – banks exert a stronger influence on closer firms. 

Moreover, Proposition 2 suggests that for the Austrian bank, market entry via cross-

border lending is a more attractive prospect if German regulations are stricter than those 

in Austria.  

 

4. Estimation results  

In this section, we use unique firm-level and bank-level data from Germany (see Table 

1 for variable definitions) to test the hypotheses derived in the previous section. In the 

first part, we use firm surveys on their perception of the lending behavior of banks. 

Then, as robustness analysis, we discuss the impact of cross-border lending on regional 

banks. Our identification strategy relies on the difference-in-difference approach which 

accounts for variation in time and space and is commonly used for analyses of policy 

impact (Gruber and Poterba, 1994, Buettner and Rincke, 2007). The time variation is 

derived from the harmonization of regulations in May 2005. The spatial variation arises 

because only borrowers in the border region have access to cross-border credits. 

 

                                                 
11 The existing literature gives largely different predictions. Applying the results of Degryse et al. (2008) 

and Hauswald and Marquez (2006) to cross-border lending, we would expect that firms in border regions 

pay higher interest rates, which decrease with distance to the foreign bank. Thus, their prediction is 

antithetical to ours. Degryse et al. (2008) predict that the probability of a loan being offered to good firms 

is equal to one because banks obtain a perfect signal. Thus, the distance between a bank and a firm should 

not matter for the perception of the bank’s lending behavior. Although Hauswald and Marquez (2006) 

propose that distance is a significant variable, they do not predict the effect of distance on the perception 

of the foreign bank’s lending behavior. 
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Table 1: Definition of Variables.  

A: Ifo Business Climate Survey 

Table label  Symbol Definition 

Access to credit c Dummy variable which is coded as 1 for firms perceiving the 

lending policy of banks as accommodating and 0 otherwise.  

Business situation b Variable which is coded as 1 for firms perceiving the 

business situation as bad, 2 for usual and 3 for good.   

New orders  element of 

Z 

Variable which is coded as 1 for firms perceiving the status 

of new orders as bad 2 for usual and 3 for good.   

Exporter element of 

Z 

Dummy variable which is coded as 1 if firms report exports 

and 0 otherwise.  

Distance distance Minimum distance of analyzed firms to selected communities 

in Austria which have at least one bank office. This variable 

is used only for the definition of borderpreand borderpost.  

Borderpre borderpre Dummy variable which is coded as 1 for firms located in the 

cross-border region (distance less than 150 km) before the 

regulatory harmonization in May 2005 and zero otherwise. 

Borderpost borderpost Dummy variable which is coded as 1 for firms located in the 

cross-border region (distance less than 150 km) after the 

regulatory harmonization in May 2005 and zero otherwise. 

Size (1-49 employees) element of 

Z 

Set of dummy variables which are coded as 1 for firms with 

1-49, 50-499, 500-999, and 1000 employees and more, 

respectively, and 0 otherwise.  

Year dummies  element of 

Z 

Set of dummy variables for business surveys (performed in 

March and August) between 2003 and 2007. The dummies 

are coded as 1 for the indicated period and 0 otherwise.  

B: Bavarian Cooperative Banks 

Table label  Symbol Definition 

Lending rate  LR Lending rate computed as the ratio of interest income to 

interest yielding assets according to equation (3).  

Assets assets Total assets in Euro (in logs).  

Equity equity Ratio of equity capital to total assets.  

Distance  distance Minimum distance of analyzed banks to selected 

communities in Austria with at least one bank office.  

Border  border Dummy variable which is coded as 1 for banks located in the 

border region (distance less than 150 km) and zero otherwise. 

Borderpre borderpre Dummy variable which is coded as 1 for banks located in the 

border region (distance less than 150 km) before the 

regulatory harmonization in May 2005 and zero otherwise. 

Year dummies  element of 

Z 

Set of dummy variables which are coded as 1 for years 2003 

to 2007 and 0 otherwise.   

 



20 

Table 2: Descriptive Statistics  

A: ifo Business Climate Survey    

Variable no. of obs Mean std. dev. min max

Access to credit 2312 0.082 0.274 0 1

Business situation 2311 1.957 0.673 1 3

New orders  2309 1.766 0.647 1 3

Exporter 2312 0.739 0.439 0 1

Distance 2312 1.499 0.803 0.053 2.991

Borderpre 2312 0.283 0.451 0 1

Borderpost 2312 0.278 0.448 0 1

Size (1-49 employees) 2312 0.230 0.421 0 1

Size (50-199 employees) 2312 0.417 0.493 0 1

Size (200-499 employees) 2312 0.171 0.376 0 1

Size (500-999 employees) 2312 0.072 0.258 0 1

Year 2003:06 2312 0.097 0.296 0 1

Year 2003:08 2312 0.096 0.295 0 1

Year 2004:03 2312 0.109 0.312 0 1

Year 2004:08 2312 0.095 0.293 0 1

Year 2005:03 2312 0.106 0.308 0 1

Year 2005:08 2312 0.095 0.293 0 1

Year 2006:03 2312 0.111 0.314 0 1

Year 2006:08 2312 0.101 0.301 0 1

Year 2007:03 2312 0.100 0.300 0 1

Year 2007:08 2312 0.090 0.286 0 1

B: Bavarian Cooperative Banks      

Variable no. of obs mean std. dev. min max

Lending rate  1747 5.363 0.474 3.663 7.213

Assets 1766 0.287 0.318 0.012 4.077

Equity 1766 0.059 0.013 0.028 0.172

Distance  1675 1.438 0.838 0.144 3.320

Border 1783 0.566 0.496 0 1

Borderpre 1783 0.225 0.418 0 1

Year 2003 1783 0.216 0.412 0 1

Year 2004 1783 0.204 0.403 0 1

Year 2005 1783 0.199 0.399 0 1

Year 2006 1783 0.188 0.391 0 1

Year 2007 1783 0.183 0.387 0 1

Note: The definition of variables can be found in Table 1. 
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4.1. Data description 

In the empirical analysis, we use the regulatory differences between Germany and 

Austria to explain the behavior of the credit market in the federal state of Bavaria, 

which is the only federal state in Germany to border Austria. This border is 816 km in 

length, and Bavaria has approximately 12.5 million inhabitants. Bavaria is thus slightly 

larger than Austria, which has approximately 8.4 million inhabitants. Moreover, it 

represents approximately 15 percent of Germany’s total population and nearly 18 

percent of the German GDP. Regulatory differences existed between these countries 

until 2005, and this context provides a unique natural experiment that we exploit for our 

empirical analysis.  

The German banking system is a three-pillar system, consisting of private 

commercial banks, cooperative banks, and public banks. If all market segments are 

considered, each of these ‘pillars’ has about the same market share (Brunner et al., 

2004; Krahnen und Schmidt, 2004). However, large commercial banks play a limited 

role in financing SMEs, whereas savings banks and cooperative banks approach the 

financing of SMEs in a similar fashion (Prantl et al., 2009). Due to their regional 

principle, cooperative and savings banks both finance firms in their own ‘district’ but 

rarely finance firms located elsewhere. Our analysis is especially salient to SMEs, but 

no individual loan data are available for them. However, we have two data sets covering 

either firms or banks that we use to conduct a comprehensive empirical analysis.  

 

4.1.1. Ifo business climate survey 

Our first data set originates from the Ifo Business Climate Survey and provides a unique 

source of information on the perception of banks’ lending behavior by German 

manufacturing firms.12 This data set is composed of 339 firms and about 2,300 

observations (see Table 2, Panel A). The data set became available for research only 

recently. The surveys are available on a semiannual basis from June 2003 to August 

2007.  On average, the number of periods per firm is 6.8 (ranging from 1 to 10). For 

                                                 
12 Unfortunately, we do not have information about which banks a firm has a business relationship with 

because this goes beyond the scope of the Ifo Business Climate Survey. With only a few exceptions, all 

firms have the possibility of contacting at least one bank that is located directly in their municipality. The 

majority of firms are located in municipalities with two or more financial institutions. 
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slightly more than a half, 141 firms, data is available for the whole period.13 The 

majority of firms participated in several surveys before and after the regulatory changes 

in May 2005. Only 82 firms did not participate in the surveys performed after May 

2005. Similarly, only 32 firms joined the Ifo Business Climate Survey after May 2005.  

With regard to the lending policy of banks, firms are asked: “How do you assess the 

readiness of banks to provide loans to firms?”, with ‘restrictive’, ‘normal’, and 

‘accommodating’ being the possible responses. Importantly, the first two choices are not 

necessarily mutually exclusive; in particular, responses of ‘restrictive’ and ‘normal’ are 

likely to represent a joint category. This could be especially important in the German 

context because of its long tradition of conservative lending policy, which is positively 

perceived by the population. Therefore, we group the answers into two categories, 

namely ‘accommodating’ versus ‘non-accommodating’ (which is normal and 

restrictive). The test of the parallel regression assumption confirms that this approach is 

appropriate, and the test results are available upon request.  

The business situation of the individual firms should play an important role in the 

banks’ decision to lend. If banks obtain informative signals about a firm’s 

creditworthiness, the correlation between the perception of the banks’ lending behavior 

and the firm’s business situation is expected to be positive. Figure 2 shows a strong 

correlation between the assessment of the lending behavior and the overall business 

situation. Therefore, we include the firms’ assessment of their business as a control 

variable. Similar to the previous case, the answers include ‘bad’ (coded as 1 in the data 

set), ‘satisfying’ (coded as 2), and ‘good’ (coded as 3). Moreover, we compare business 

evaluations against information on new orders. Similarly to the business assessments, 

firms are asked to evaluate their orders as bad (coded as 1), usual (coded as 2) and good 

(coded as 3). Not surprisingly, both variables are highly correlated and yield similar 

results. Furthermore, we include the export status of the analyzed firms, which is 

defined as a dummy variable which equals to one for exporting firms and zero 

otherwise. The response rates to all questions are generally very high. 

 

                                                 
13 Von Kalckreuth (2008) and Büttner and Fuest (2010) show that credit conditions are a significant 

determinant of investment and business cycles in Germany.  
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Figure 2: Access to Credit and Business Climate, in Percent  

 
Note: Business climate is defined as the share of firms assessing their business situation as good minus 

the share assessing it as bad.  

Source: EBDC Data Center of the University of Munich and ifo Institute Munich, own calculations. 

 

4.1.2. Bank balance sheet data 

Our second data set covers the annual balance sheets of more than 330 Bavarian 

cooperative banks (mainly the so-called “Raiffeisenbanken”) between 2003 and 2007 

and includes all of their balance sheet and profit-and-loss account data. These data 

provide us with more than 1,600 observations on cooperative banks (see Table 2, Panel 

B). The cooperative banks provide household loans but focus on financing SMEs 

(Prantl et al., 2009). Thus, they are of particular interest to us because regulatory 

changes should have the greatest effect on medium-sized firms. Moreover, the 

cooperative banks operate regionally and largely finance firms in their specific ‘district’. 

Therefore, if distance is a significant variable (as our theoretical model suggests), 

distance-dependent effects should be clearly visible in the data for these banks. The 

distance effects could hardly be identified on the balance sheets of large commercial 

banks because these banks are active throughout Germany.  
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From the balance sheets, we can compute lending rates, LR, as the ratio of interest 

income to interest-yielding assets,  
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100 ,  (3) 

where IP is total interest income, and CP, CG and CF are credits to private firms, the 

public sector, and financial institutions, respectively.  

Figure 3 illustrates the development of lending conditions from the perspective of 

the cooperative banks. Loans to the private sector provided by cooperative banks 

remained constant at approximately EUR 570 to 580 billion between 2003 and 2005. 

After this period, loan growth remained very moderate, at less than 1 percent. By 

contrast, the average lending rate declined by approximately 0.6 percent over the same 

period (from 5.8 percent in 2003 to 5.2 percent in 2007).14 

 

Figure 3: Loans and Retail Lending Rates of Cooperative Banks  

 
Source: Union of Bavarian Cooperative Banks, own calculations.  

 

                                                 
14 Over the same period, both Germany as a whole and Bavaria in particular reported slight credit 

declines. In turn, the ECB’s repo rate increased from 2 percent in several steps (concentrated especially 

from 2006 to 2007) to more than 4 percent. 
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4.1.3. Geographical data 

Both data sets are merged with geographical data. We include data for the distance from 

firms and cooperative banks to selected communities in Austria which have at least one 

bank office. We use this as a proxy for the firm’s opportunity to obtain a loan from 

abroad. In the empirical analysis, we take the shortest great circle distance between the 

German firms and bank and an Austrian bank. Thus, we identify 14 communities in 

Austria that are closest to the German respondents in this study. The distance between 

these firms and banks ranges between 14 km and approximately 300 km. 

 

4.2. Cross-border lending and firms’ perceptions of banks’ lending behavior  

According to hypothesis 1, German firms located in the border region are more likely to 

perceive the banks’ lending behavior as accommodating if regulation differs between 

the two countries. Therefore, we begin the empirical analysis by determining the access 

to credit for firms in the border region of Germany between June 2003 and August 2007 

using the Ifo Business Climate Survey.  

To estimate the impact of regulatory differences on lending conditions, we exploit 

the reduction of the threshold level in Germany to the values already applied in Austria 

in May 2005. This policy change was not expected at that time, and we treat regulatory 

differences as a policy mechanism that only affected firms located in Bavaria. The 

untreated group includes firms located more than 150 km from the Austrian border, as 

well as firms located in the border region after May 2005. We only consider firms from 

Bavaria, which ensures that the whole sample is relatively homogenous. Thus, the 

difference between treated and untreated groups is largely due to the different access to 

cross-border lending before 2005 in the border region. Although the firms are not fully 

randomly assigned to treatment and non-treatment groups, we are not aware of any 

major economic developments that had a different effect on both groups.15 Moreover, if 

any other changes did occur, they would be related to the regulatory harmonization 

implemented in May 2005.  

 

                                                 
15 The Economist (2005) reports that the harmonization of reporting thresholds in Austria and Germany 

was the most significant event affecting credit conditions in the border region in 2005. 



26 

Table 3: Mean and Mean Equality Test for Selected Periods 

Total period 

2003-2007

Before May 

2005

After May  

2005 

Mean equality 

t-test

Access to credit 0.082 0.036 0.128 8.182***

(0.274) (0.187) (0.334) [0.000]

Business situation 1.957 1.792 2.125 12.265***

(0.673) (0.653) (0.651) [0.000]

New orders 1.766 1.608 1.925 12.121***

(0.647) (0.603) (0.651) [0.000]

Exporter 0.739 0.723 0.755 1.745*

(0.439) (0.448) (0.430) [0.081]

Distance  1.499 1.502 1.497 -0.163

(0.803) (0.808) (0.799) [0.871]

Size (1-49 employees) 0.230 0.232 0.227 -0.263

 (0.421) (0.422) (0.419) [0.792]

Size (50-199 employees) 0.417 0.412 0.421 0.408

 (0.493) (0.492) (0.494) [0.684]

Size (200-499 employees) 0.171 0.175 0.166 -0.567

(0.376) (0.380) (0.373) [0.571]

Size (500-999 employees) 0.072 0.075 0.069 -0.552

(0.258) (0.263) (0.253) [0.581]

Note: The definition of variables can be found in Table 1, bloc A. Standard deviations are in parentheses 

below mean values, p-values are in brackets. ***, **, and * denote significance at 1 percent, 5 percent, 

and 10 percent, respectively. 

 

When evaluating whether the difference-in-difference approach is appropriate, we 

should note that, in general, the German economy was improving after 2005. The data 

in Figure 2 indicate that credit conditions and the business climate were improving 

between 2003 and 2007. Moreover, Table 3 shows that, after 2005, the business 

situation, new orders, and access to credit experienced significant improvements in 

Bavaria, whereas all other variables for the analyzed firms remained similar in both 

periods. Thus, we found that the general conditions were opposite of those expected in 

the difference-in-difference estimations.  

Using probit and logit models, we estimate the relationship between firms’ 

perceptions of lending policy, distance from a foreign bank and the business situation of 

the respondent. The estimation equation can be stated as follows: 
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Our dependent variable is the conditional probability c that a firm i at time t 

perceives banks’ lending behavior to be accommodating. We focus on the variable 

borderpre, which measures differences in bank regulation. It equals one for German 

firms located in the cross-border region before the regulatory harmonization in May 

2005 and zero otherwise. A second dummy variable for the border effect after May 

2005 (borderpost) equals one for firms in the border region after the regulatory 

harmonization in May 2005 and zero otherwise. For both variables, the border region is 

defined by the location within 150 km of the German-Austrian border.16 This threshold 

distance of 150 km corresponds to the maximum distance at which direct 

communication is plausible, given that a meeting can be organized as a half-day trip.  

Moreover, b denotes firm i’s assessment of its business situation, Z is a vector of 

additional control variables, including dummies for the size of the firms and time effects 

(that is, the period of the semiannual surveys) with the corresponding coefficient vector 

γ. Finally, ε is the error term with the standard statistical properties (i.i.d.). The time 

effects reflect all time-specific factors, including, for example, business cycles as 

discussed by Blum and Hellwig (1995).   

Table 4 reports the results of the difference-in-difference estimation. Prior to May 

2005, the border effects to Austria are, as expected, positive and statistically significant. 

There is a relatively high marginal effect from a firm’s location in the border region on 

the probability that a firm views the credit supply as accommodating (4.9 percentage 

points on average). Moreover, we can see that the location in the border region has low 

and insignificant effects after May 2005. Thus, our results confirm that the location in 

the border region alone does not have a significant effect on lending behavior. The 

regulatory difference improved access to loans in the border region prior to 2005.  

 

                                                 

16 Moreover, we performed a version of the Chow structural break tests looking at selected distance 

intervals (75, 100, 125, 150, 175, 200, and 250 km). The distance of 150 km was characterized by the 

highest z-statistics. This value splits the sample about equally. The results are available upon request from 

the authors. 
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Table 4: Difference-in-Difference Estimation of the Effects of Regulatory 

Harmonization on Financial Access (Marginal Probability Effects) 

 (1)  (2)  (3)  (4)  (5)  (6)  

Estimation Method  logit  probit  logit  probit  logit  probit  

Borderpre 0.049 ** 0.049 ** 0.049 ** 0.049 ** 0.050 ** 0.049 ** 

 (2.284)  (2.427)  (2.286)  (2.428)  (2.224)  (2.402)  

Borderpost      0.003  0.002  -0.000  -0.001  

     (0.283)  (0.218)  (-0.020)  (-0.072)  

Business situation 0.037 *** 0.043 *** 0.037 *** 0.043 ***    

 (6.322)  (6.372)  (6.339)  (6.388)     

New orders      0.024 *** 0.028 *** 

      (3.718)  (3.845)  

Exporter      0.011  0.009  

      (1.003)  (0.766)  

Year 2003:06 -0.055 *** -0.061 *** -0.055 *** -0.060 *** -0.060 *** -0.066 *** 

 (-4.103)  (-4.359)  (-3.989)  (-4.209)  (-4.208)  (-4.529)  

Year 2003:08 -0.066 *** -0.069 *** -0.065 *** -0.069 *** -0.070 *** -0.074 *** 

 (-4.134)  (-4.605)  (-4.068)  (-4.506)  (-4.177)  (-4.778)  

Year 2004:03 -0.054 *** -0.060 *** -0.054 *** -0.060 *** -0.059 *** -0.065 *** 

 (-3.615)  (-3.919)  (-3.515)  (-3.788)  (-3.711)  (-3.997)  

Year 2004:08 -0.040 *** -0.045 *** -0.040 *** -0.044 *** -0.045 *** -0.051 *** 

 (-2.919)  (-2.906)  (-2.774)  (-2.758)  (-3.079)  (-3.187)  

Year 2005:03 -0.039 ** -0.043 ** -0.038 ** -0.042 ** -0.043 *** -0.048 *** 

 (-2.498)  (-2.512)  (-2.391)  (-2.392)  (-2.641)  (-2.759)  

Year 2005:08 -0.009  -0.011  -0.009  -0.011  -0.014  -0.018  

 (-0.638)  (-0.653)  (-0.636)  (-0.649)  (-0.923)  (-1.016)  

Year 2006:03 -0.006  -0.007  -0.006  -0.007  -0.009  -0.011  

 (-0.430)  (-0.403)  (-0.436)  (-0.405)  (-0.663)  (-0.670)  

Year 2006:08 0.004  0.005  0.004  0.005  0.002  0.002  

 (0.286)  (0.275)  (0.280)  (0.271)  (0.129)  (0.086)  

Year 2007:03 0.010  0.012  0.010  0.012  0.012  0.013  

 (0.678)  (0.662)  (0.674)  (0.659)  (0.783)  (0.718)  

Size (1-49 emp.) -0.027 ** -0.032 ** -0.027 ** -0.032 ** -0.030 ** -0.035 ** 

 (-2.022)  (-2.119)  (-2.013)  (-2.112)  (-2.028)  (-2.192)  

Size (50-199 emp.) 0.004  0.004  0.004  0.004  0.002  0.001  

 (0.298)  (0.282)  (0.304)  (0.287)  (0.172)  (0.092)  

Size (200-499 emp.) 0.007  0.007  0.007  0.007  0.004  0.003  

 (0.459)  (0.400)  (0.478)  (0.413)  (0.258)  (0.148)  

Size (500-999 emp.) 0.003  0.003  0.003  0.003  0.001  0.000  

 (0.194)  (0.162)  (0.179)  (0.149)  (0.048)  (-0.004)  

No. of obs. 2311  2311  2311  2311  2309  2309  

Pseudo R2 0.112  0.113  0.112  0.113  0.0984  0.0987  

Note: The definition of variables can be found in Table 1, bloc A. Coefficients report marginal probability 

effects and are evaluated at the means of independent variables (changes in the probability for an 

infinitesimal change in continuous explanatory variables and a discrete change in the probability for 

dummy variables). Robust z-statistics are in parentheses below the coefficient estimates. ***, **, and * 

denote significance at 1 percent, 5 percent, and 10 percent, respectively. 
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Table 5: Panel Models, Difference-in-Difference Estimation of the Effects of 

Regulatory Harmonization on Financial Access (Marginal Probability Effects) 

 (1)  (2)  (3)  (4)  (5)  (6)  

Estimation Method  REP  REL  REP  REL  REP  REL  

Borderpre 0.024 ** 0.020 ** 0.027 ** 0.023 ** 0.028 ** 0.024 ** 

 (2.207)  (2.085)  (2.250)  (2.150)  (2.227)  (2.182)  

Borderpost    0.004  0.003  0.002  0.002  

    (0.582)  (0.602)  (0.361)  (0.392)  

Business situation 0.015 *** 0.013 *** 0.015 *** 0.013 ***    

 (4.240)  (4.107)  (4.260)  (4.126)     

New orders      0.002 ** 0.002 ** 

      (2.488)  (2.341)  

Exporter      0.009  0.007  

      (0.047)  (0.072)  

Year 2003:06 -0.019 *** -0.020 *** -0.018 *** -0.020 *** -0.020 *** -0.021 *** 

 (-4.056)  (-3.973)  (-3.934)  (-3.867)  (-4.248)  (-4.183)  

Year 2003:08 -0.021 *** -0.023 *** -0.021 *** -0.023 *** -0.022 *** -0.024 *** 

 (-4.551)  (-4.256)  (-4.455)  (-4.180)  (-4.672)  (-4.395)  

Year 2004:03 -0.019 *** -0.020 *** -0.019 *** -0.020 *** -0.020 *** -0.021 *** 

 (-4.399)  (-4.165)  (-4.254)  (-4.042)  (-4.539)  (-4.384)  

Year 2004:08 -0.015 *** -0.015 *** -0.015 *** -0.015 *** -0.016 *** -0.016 *** 

 (-3.032)  (-2.982)  (-2.892)  (-2.854)  (-3.203)  (-3.183)  

Year 2005:03 -0.016 *** -0.016 *** -0.015 *** -0.015 *** -0.017 *** -0.017 *** 

 (-3.159)  (-3.095)  (-3.003)  (-2.957)  (-3.364)  (-3.332)  

Year 2005:08 -0.006  -0.005  -0.006  -0.005  -0.008  -0.007  

 (-0.953)  (-0.898)  (-0.942)  (-0.891)  (-1.343)  (-1.286)  

Year 2006:03 -0.005  -0.004  -0.005  -0.004  -0.007  -0.005  

 (-0.917)  (-0.780)  (-0.918)  (-0.785)  (-1.161)  (-1.043)  

Year 2006:08 -0.002  -0.001  -0.002  -0.001  -0.003  -0.002  

 (-0.270)  (-0.189)  (-0.278)  (-0.198)  (-0.457)  (-0.369)  

Year 2007:03 0.006  0.006  0.006  0.005  0.006  0.006  

 (0.818)  (0.903)  (0.815)  (0.898)  (0.870)  (0.934)  

Size (1-49 emp.) -0.010  -0.009  -0.010  -0.009  -0.012  -0.011  

 (-1.179)  (-1.172)  (-1.143)  (-1.134)  (-1.374)  (-1.386)  

Size (50-199 emp.) 0.002  0.002  0.003  0.002  0.001 *** 0.000 *** 

 (0.274)  (0.232)  (0.303)  (0.262)  (0.060)  (0.026)  

Size (200-499 emp.) 0.005 *** 0.005 *** 0.005 *** 0.006 *** 0.003 *** 0.003 *** 

 (0.432)  (0.542)  (0.484)  (0.595)  (0.237)  (0.343)  

Size (500-999 emp.) 0.002 *** 0.002 *** 0.002 *** 0.002 *** 0.000 *** 0.000 *** 

 (0.146)  (0.213)  (0.140)  (0.206)  (-0.019)  (0.045)  

No. of obs. 2311  2311  2311  2311  2309  2309  

No. of firms  339  339  339  339  339  339  

Periods per firm  6.8  6.8  6.8  6.8  6.8  6.8  

Log likelihood  -512.70  -511.03  -512.53  -510.85  -518.75  -516.88  

Note: REP- random effects  probit, REL – random effects logit. The definition of variables can be found 

in Table 1, bloc A. Coefficients report marginal probability effects and are computed under the 

assumption that random effects are zero. Robust z-statistics are in parentheses below the coefficient 

estimates. ***, **, and * denote significance at 1 percent, 5 percent, and 10 percent, respectively. 
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A firm’s evaluation of its own business situation is positively correlated with its 

perception of the banks’ lending behavior. Thus, firms with a good business situation 

also seem to have better access to loans. This suggests that the banks efficiently select 

firms with positive qualities and that they provide them with the necessary financial 

means.17 

Furthermore, the regression largely confirms the stylized facts regarding the loan 

supply during the study period. The coefficients of time dummies (which are common 

to the border as well as to the non-border regions) in both specifications show that the 

perception of the banks’ lending behavior continuously improved over this time. Small 

firms (i.e., fewer than 50 employees) assess the credit supply as more restrictive than 

medium and large firms.  

Finally, the results remain largely unchanged if we use alternative explanatory 

variables. We replace the firms’ evaluation of their business situations with new orders 

in the last two columns of Table 4 and add a dummy to identify whether the firm 

engages in exporting. New orders are positive and significant, similar to the indicator of 

the business situation. By contrast, our results indicate that exporting firms do not have 

easier access to credit than non-exporting firms. Distance to Austria remains unaffected 

by the inclusion of export status. Thus, the results confirm the overall stability of the 

difference-in-difference specification.  

As a further robustness check, we include random effects which cover all 

unobservable firm-specific characteristics in Table 5.18 The panel specifications indicate 

that regulatory differences have a positive effect on loan availability, although the 

marginal effects (computed under the assumption that firm random effects are zero) are 

slightly lower than the previous estimations. Similarly to the previous results, the border 

                                                 
17 However, there is a possible endogeneity problem, as firms with loans may also have better economic 

prospects. Nevertheless, the bias should not be important because respondents are asked to comment on 

the access – and not on the actual use – of credits.  
18 However, we have to keep in mind that a fixed-effects model, which cannot be estimated consistently 

in panel probit and logit models, could be more appropriate for an analysis of the geographical position of 

the firms. Nevertheless, random effect probit and logit model provide an interesting comparison to the 

previous cross-section results. Conditional logit is also not appropriate because it drops firms reporting 

time-invariant access to loans during the whole analyzed period.  
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effects after 2005 are no longer significant. State of business and new orders are also 

highly significant, while export status remains insignificant. Thus, our previous results 

are confirmed. 

 

4.3. Robustness analysis: Lending rates of cooperative banks  

According to hypothesis 2, we expect that there will be lower lending rates in the border 

region if regulation differs between the two countries. Therefore, in our robustness 

analysis, we test how the lending rates, LR, of cooperative banks indexed by j in Bavaria 

are affected by regulation. Although we have only two years available after the 

regulatory change in May 2005, we start with a difference-in-difference approach 

similar to that applied in the previous section. Thus, we estimate whether the regulatory 

change in 2005 influenced the lending rates in the border region of Germany, which is 

defined by a 150 km interval to the next Austrian community with a bank. As in section 

4.2, we define a bank-related dummy variable borderpre, which is equal to one for banks 

in the border region before 2005 and zero otherwise. To control for heterogeneity in our 

sample of banks we control for selected determinants of lending rates. First, large banks 

(measured by logarithm of total assets, which is denoted by assets) have a stronger 

position, which they can use to increase lending rates. Second, capitalization (i.e., share 

of equity capital to total liabilities), denoted by equity, ensures better access to 

refinancing opportunities. Thus, the bank can offer lower lending rates. The estimation 

equation can be stated as follows: 

 jtjtjtjt
pre
jtjt equityassetsborderLR   Z321 .  (5) 

The matrix Z includes time effects estimated in the coefficient vector γ. This covers 

all general macroeconomic and refinancing factors that were identified in the literature 

on bank lending channels (Bernanke and Gertler, 2004). Finally, ε is an i.i.d. error term, 

and t stands for time (i.e., the years from 2003 to 2007). 

Table 6 shows the results for the difference-in-difference estimation for the effect of 

regulatory harmonization, borderpre, in 2005. We include the control variables 

individually when estimating the determinants of lending rates to deduce whether the 

results are influenced by possible multicollinearity (see Table 6). Bank size and equity 

have expected signs but are insignificant. With regard to financial regulations, the 

coefficient of borderpre is negative in all specifications but is never significant. This may 
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occur because it takes longer for regulatory changes to have an effect on actual lending 

rates, and bank loans are specified for several years. Hence, lending rates in 2006 and 

2007 may be determined by the legal context of the preceding years. Therefore, we 

cannot compare the effects before and after the regulatory harmonization. Instead of 

this, we change specification (5) and replace the dummy for legal unification in 2005 

with a more general dummy for the border region, border, which is equal to one if a 

bank is located within the 150 km distance to Austria and is set at zero otherwise. The 

resulting equation is as follows:  

 

Table 6: Effects of Regulatory Harmonization and Retail Lending Interest Rates, 

Difference-in-Difference Estimation  

  (1) (2) (3) 
Borderpre -0.020 -0.021 -0.020 
 (-0.606) (-0.632) (-0.591) 
Assets   0.022  
  (0.450)  
Equity   -1.023 
   (-1.093) 
Year 2003 0.600*** 0.603*** 0.595*** 
 (16.660) (16.702) (16.305) 
Year 2004 0.247*** 0.249*** 0.243*** 
 (6.904) (6.950) (6.737) 
Year 2005 0.097*** 0.098*** 0.095*** 
 (3.184) (3.222) (3.119) 
Year 2006 0.003 0.003 0.003 
 (0.094) (0.109) (0.092) 
Constant 5.166*** 5.159*** 5.229*** 
 (258.653) (205.398) (86.495) 
No. of observations 1747 1747 1747 
R2 0.224 0.225 0.225 

Note: The definition of variables can be found in Table 1, bloc B. Robust t-statistics are in parentheses 
below the coefficient estimates. ***, **, and * denote significance at 1 percent, 5 percent, and 10 percent, 
respectively. 

 

 jtjtjtjtjtjt equityassetsborderLR   Z321 .  (6) 

Indeed, Table 7 shows that the border effect is negative and at least marginally 

significant. On average, lending rates in the border regions are 0.04 percentage points 

lower than the lending rates in the rest of Bavaria. The economic significance of this 

effect appears to be small. However, we compute lending rates from the bank balance 

sheet data, which means that we compute the average interest rate of all loans. Given 
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that the regulatory change only affected part of the banks’ lending business, the effect 

on firms that took loans in the amounts for which regulation differed would have been 

much higher. 

 

Table 7: Effect of Border on Retail Lending Interest Rates  

  (1) (2) (3) 
Border  -0.041** -0.042** -0.040* 
 (-1.977) (-2.032) (-1.929) 
Assets   0.026  
  (0.519)  
Equity   -0.975 
   (-1.036) 
Year 2003 0.587*** 0.589*** 0.582*** 
 (18.803) (18.838) (18.498) 
Year 2004 0.234*** 0.235*** 0.231*** 
 (7.806) (7.845) (7.647) 
Year 2005 0.096*** 0.097*** 0.094*** 
 (3.150) (3.192) (3.089) 
Year 2006 0.003 0.003 0.003 
 (0.098) (0.115) (0.096) 
Constant 5.190*** 5.183*** 5.249*** 
 (218.531) (185.700) (87.518) 
No. of observations 1747 1747 1747 
R2 0.226 0.226 0.227 

Note: The definition of variables can be found in Table 1, bloc B. Robust t-statistics are in parentheses 
below the coefficient estimates. ***, **, and * denote significance at 1 percent, 5 percent, and 10 percent, 
respectively. 

 

In the next step, we replace the border dummy with distance, the actual distance of 

bank i to Austria, to further analyze the border effects. Thus, the estimation equation is 

formulated as  

 jtjtjtjtjjt equityassetsdistanceLR   Z321 ,  (7) 

Our results show that distance to Austria has a positive effect on retail lending rates 

(see Table 8). This implies that banks located 100 km from the Austrian border can 

charge lending rates that are three basis points higher than those located directly at the 

border. Thus, the cooperative banks with the greatest distance to Austria (i.e., 300 km) 

have lending rates approximately nine basis points higher in total. These two results are 

in line with Proposition 3, which suggests that distance to the border negatively 

influences lending rates.  
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Thus, the regulatory differences gave the Austrian banks a competitive advantage in 

cross-border lending activities. After regulatory harmonization, these banks can still 

profit from the lending relationships that they had established. For example, the 

Austrian bank Oberbank has founded several new subsidiaries in Bavaria since 2005. 

 

Table 8: Effect of Distance and Retail Lending Interest Rates  

  (1) (2) (3) 
Distance  0.031** 0.032** 0.031** 
 (2.482) (2.490) (2.433) 
Assets  0.011  
  (0.232)  
Equity   -0.266 
   (-0.280) 
Year 2003 0.604*** 0.605*** 0.603*** 
 (18.559) (18.572) (18.399) 
Year 2004 0.248*** 0.248*** 0.247*** 
 (8.141) (8.154) (8.083) 
Year 2005 0.107*** 0.107*** 0.106*** 
 (3.494) (3.515) (3.479) 
Year 2006 -0.004 -0.004 -0.004 
 (-0.155) (-0.147) (-0.155) 
Constant 5.122*** 5.118*** 5.139*** 
 (192.581) (162.711) (76.598) 
No. of observations 1646 1646 1646 
R2 0.236 0.236 0.236 

Note: The definition of variables can be found in Table 1, bloc B. Distance is measured in 100 km. 
Robust t-statistics are in parentheses below the coefficient estimates. ***, **, and * denote significance at 
1 percent, 5 percent, and 10 percent, respectively. 

 

5. Conclusions  

Problems of information asymmetry are magnified by differences in regulatory 

provisions and have made the credit market one of the least integrated markets in the 

EU, which is of particular concern for SMEs. Consequently, the process of regulatory 

harmonization is generally expected to reduce the institutional differences between 

countries and thereby contribute to financial integration. 

Our results do not fully confirm this expectation. We find that small differences in 

financial regulation may actually lead to one-way flows of cross-border lending. In 

particular, we demonstrate in a theoretical model that cross-border lending increases if 

one country has stricter banking regulations than its neighbor; in our example, this 

forces the domestic banks to use verifiable information. As a consequence, a foreign 

bank finds it profitable to expand across the border to the neighboring market. The 
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domestic bank thus faces increased competition and earns lower profits in this region. 

This result is in line with the hypothesis that differences in regulation may provide a 

competitive advantage to one bank; in our example, the foreign bank. 

We subject this question to an empirical analysis of the German and Austrian 

context using a unique new data set of firm business surveys. Analysis of these two 

countries allows us to investigate the effect of the harmonization of financial regulations 

and abstract from other factors because there are few institutional differences between 

these two countries and language barriers do not exist. Moreover, currency transaction 

costs have been abolished due to the introduction of the euro. In the theoretical model, 

we show that proximity to Austria improves the access to loans for German firms when 

regulation differs, and we document empirical support for this prediction. These effects 

are confirmed by our robustness analysis, which uses balance sheet data from regional 

cooperative banks. We show that lending rates are lower in the border region, which is 

in line with our model.  

During the recent financial crisis, despite a general trend towards regulatory 

harmonization, national interventions increased in the form of national policies that 

augment internationally accepted regulations. Our research suggests that regulatory 

differences may have longer term effects that can lead to increased integration even 

when they exist for a relatively short period of time. We observed that Austrian banks 

have founded subsidiaries in the border region of Germany after 2005. By lending 

across the border, Austrian banks have established business relationships with German 

firms, and this reduces the barrier for entry because the adverse selection problem they 

face has been reduced. This case shows that cross-border lending may function as one 

step towards a deeper integration between these two countries. Generally, integration is 

taking place in several ways, both through cross-border mergers and cross-border 

lending. This latter form of integration has gone largely unnoticed. Numerous border 

regions in Europe are – as Austria and Germany are in our example – similar in 

language, culture and institutions, and cross-border lending has significant potential 

within this context.  

 

 



36 

References 

Agarwal, S., Hauswald, R., 2010. Distance and information asymmetries in lending 

decisions. Review of Financial Studies 23, 2757-2788.  

Alessandrini, P., Presbitero, A. F., Zazzaro, A., 2009. Banks, distances and firms’ 

financing constraints. Review of Finance 13, 261-307. 

Baele, L., Ferrando, A., Hördahl, P., Krylova, E., Monnet, C., 2004. Measuring 

European financial integration. Oxford Review of Economic Policy 20, 509-530. 

Barros, P.P., Berglöf, E., Fulghieri, P., Gual, J., Mayer, C., and Vives, X., 2005. 

Integration of European Banking: The Way Forward. CEPR, London.  

Berger, A. N., Klapper, L. F., Udell, G. F., 2001. The ability of banks to lend to 

informationally opaque small businesses. Journal of Banking and Finance 25, 2127-

2167. 

Bernanke, B. S., Gertler, M., 1995. Inside the black box: The credit channel of monetary 

policy transmission. Journal of Economic Perspective 9 (4), 27-48. 

Blum, J., Hellwig, M., 1995. The macroeconomic implications of capital adequacy 

requirements for banks. European Economic Review 39, 739-749.  

Broecker, T., 1990. Credit-worthiness tests and interbank competition. Econometrica 

58, 429-452.  

Brunner, A.D., Decressin, J., Hardy, D.C.L., Kudela, B., 2004. Germany's three-pillar 

banking system: Cross-country perspectives in Europe. Occasional Paper 233, IMF, 

Washington D.C. 

Buettner, T., Fuest, C., 2010. The role of the corporate income tax as an automatic 

stabilizer. International Tax and Public Finance 17, 686-698. 

Buettner, T., Rincke, J., 2007. Labor market effects of economic integration: The 

impact of re-unification in German border regions. German Economic Review 8, 

536-560.  

Casolaro, L., Mistrulli, P.E., 2008. Distance, lending technologies and interest rates. 

Paper presented at 21st Australasian Finance and Banking Conference 2008, Sydney, 

http://ssrn.com/abstract=1243402 (accessed 07.09.12).  

Degryse, H., Ongena, S., 2005. Distance, lending relationships and competition. Journal 

of Finance 60, 231-266. 



37 

Degryse, H., Laeven, L., Ongena, S., 2008. The impact of organizational structure and 

lending technology on banking competition. Review of Finance 13, 225-259.  

Dermine, J., 2006. European banking integration: Don't put the cart before the horse. 

Financial Markets, Institutions & Instruments 15, 57-106. 

ECB, 2010. Financial integration in Europe, April 2010, ECB, Frankfurt, 

http://www.ecb.int/pub/pdf/other/financialintegrationineurope201004en.pdf 

(accessed 07.09.12).  

Economist, 2005. Open Wider. 19 May 2005, 3-6. 

Gruber, J., Poterba, J., 1994. Tax incentives and the decision to purchase health 

insurance: Evidence from the self-employed. Quarterly Journal of Economics 109, 

701–733.  

Hahn, S., Rößler, J., 2009. Grenzüberschreitende Bankdienstleistungen in der EU, 

Juristischer Leitfaden. Verlag C. H. Beck, Munich.  

Hauswald, R., Marquez, R., 2006. Competition and strategic information acquisition in 

credit markets. Review of Financial Studies 19, 967-1000. 

Heuchemer, S., Kleimeier, S., Sander, H., 2008. Geography of European cross-border 

banking: The impact of cultural and political factors. Meteor Working Paper 

RM/08/008, University of Maastricht. 

Huang, R., 2008. Evaluating the real effect of bank branching deregulation: Comparing 

contiguous counties across US state borders. Journal of Financial Economics 87, 

678–705. 

Kleimeier, S., Sander, H., 2007. Integrating Europe’s retail banking markets: Where do 

we stand? CEPS Research Reports in Finance and Banking, Centre for European 

Policy Studies (CEPS), Brussels.  

Krahnen, J.P., Schmidt, R.H., 2004. The German financial system. Oxford University 

Press, Oxford. 

Mian, A., 2006. Distance constraints: The limits of foreign lending in poor economies. 

Journal of Finance 61, 1465-1505.  

Petersen, M.A., 2004. Information: Hard and soft. Mimeo Kellog School of 

Management. http://www.kellogg.northwestern.edu/faculty/petersen/htm/papers/ 

softhard.pdf (accessed 07.09.12).  



38 

Petersen, M.A., Rajan, R.G., 2002. Does distance still matter? The information 

revolution in small business lending. Journal of Finance 57, 2533-2570. 

Prantl, S., Almus, M., Egeln, J., Engel, D., 2009. Lending decisions of cooperative 

banks, private credit banks and savings banks: An empirical analysis of subsidized 

loans for young and small firms. Journal of Applied Social Science Studies 129, 83-

132. 

Presbitero, A., Zazzaro, A., 2011. Competition and relationship lending: Friends or 

foes? Journal of Financial Intermediation 20, 387-413. 

Rice, T., Strahan, P.E., 2011. Does credit competition affect small-firm finance? Journal 

of Finance 65, 861-889. 

Strahan, P.E., 2003. The real effects of US banking deregulation. The Federal Reserve 

Bank of St. Louis Review 85, 111–128.  

Stein, J.C., 2002. Information production and capital allocation: Decentralized versus 

hierarchical firms. Journal of Finance 57, 1891-1921. 

von Kalckreuth, U., 2008. Financing constraints, firm level adjustment of capital and 

aggregate implications, Economic Studies (Series 1) Discussion Paper No. 11, 

Deutsche Bundesbank, Frankufurt am Main.  

Wall, H.J., 2004. Entrepreneurship and the deregulation of banking. Economic Letters 

82, 333–339.  



Appendix

1. Proof of Lemma 1

Step 1: We show that no equilibrium in pure strategies exists.
RD denotes the repayment that the domestic bank needs for making zero expected

profit.
Suppose there exists a symmetric equilibrium with RD = RF > RD. The foreign

bank has an incentive to marginally undercut RD and still make a positive expected profit.
Suppose thatRD = RF = RD. The foreign bank has an incentive to undercut the domestic
bank and still make positive expected profit. In this case, the domestic bank would make
an expected loss and, thus, it would be better to make no offer at all. Then, the foreign bank
would act like a monopolist and demand RF = X. The optimal reaction of the domestic
bank would be to marginally undercut the foreign bank and make positive expected profits.
As a result, no symmetric equilibrium in pure strategies exists.

Suppose there exists an asymmetric equilibrium in pure strategies. Suppose thatRD >
RF > RD. The foreign bank has an incentive to marginally undercut the domestic bank
and make positive expected profit. Suppose that RF > RD > RD. The foreign bank
has an incentive to undercut the domestic bank and still make positive expected profit. In
this case, the domestic bank would make an expected loss and, thus, it would be better to
make no offer at all. Suppose that RD > RF ≥ RD. The domestic bank has an incentive
to demand a marginally lower repayment than the foreign bank and make a non-negative
profit. Thus, we do not find an asymmetric equilibrium in pure strategies.

Step 2: We show that FF (R) and FD (R) are continuous and strictly monotonously in-
creasing on an interval

¡
RD,X

¢
.

Suppose that FD is discontinuous at R∗, i.e., there exists an atom in FD, then the
foreign bank’s action of playingR∗−� strictly dominates playingR∗+�, � > 0. Therefore,
the foreign bank will not bid a free-market repayment [R∗, R∗ + �). But then bank j can
raise its repayment without losing customers, so R∗ cannot be an optimal action for the
domestic bank. Hence, FD must be continuous. (The same argument can be made for
FF ).

Suppose that FD is non-increasing over some interval, i.e., there exists an interval
(Ra, Rb) ⊆ (R,X) for which fF (R) = 0 ∀ R� (Ra, Rb). But then
prob

¡
RF < RD | R1 = Ra

¢
=

prob
¡
RF < RD | Ri� (Ra, Rb)

¢
, but profits are strictly higher forRF > Ra (conditional

on winning), so that foreign bank maximizes its payoff by playing RF = Rb and hence
would never offer a repayment in the interval. But then the domestic bank can increase its
profits by playingRD = Rb−�with positive probability, where � < Rb−Ra, since this will
lead to strictly higher profits than any interest rate offer in a neighborhood ofRa. However,
this contradicts the assumption that fF (R) = 0 ∀ R� (Ra, Rb). (The same argument can
be made for FF ).
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d < d∗

Step 3: We determine the equilibrium in mixed strategies as described in the proposition.

Consider the profit function of the foreign bank conditional on the domestic bank’s offer.

ΠF (RF ) =
¡
1− FD (R)

¢ ¡
μσυ

¡
pRF − I

¢
− (1− μ) (1− υ) (1− σ) I

¢
+
¡
μ (1− υ)σ

¡
pRF − I

¢
− (1− μ)υ (1− σ) I

¢
The foreign bank will participate only if ΠF (RF ) ≥ 0 or

lim
R→X

¡
1− FD (R)

¢
≥
−
¡
μ (1− υ)σ

¡
pRF − I

¢
− (1− μ)υ (1− σ) I

¢
(μσυ (pRF − I)− (1− μ) (1− υ) (1− σ) I)

There are two ways for getting lim
R→X

¡
1− FD (R)

¢
> 0:

• There is an atom at X in FD. However, an atom cannot exist in both FF and FD since
then neither RF = X nor RD = X would be optimal.

• Either the foreign bank or the domestic bank does not always bid on the free market. As
shown below, this has to be the bank with the less precise signal. This implies that its
expected profit is zero because each offer generates the same profit.

(The same argument can be made for the domestic bank).

Step 4: We determine the minimum repayment RD. RD is determined by the condition that
domestic bank wins the free market with certainty:

ΠD(RD) =
¡
μσυ

¡
pRD − I

¢
− (1− μ) (1− σ) (1− υ) I

¢
+
¡
μ (1− σ)υ

¡
pRD − I

¢
− (1− μ)σ ((1− υ) I)

¢
= 0

RD =
(1− υ) (1− μ) + μυ

μυp
I

Step 5: We determine the foreign bank’s expected profit.

The foreign bank’s return for RD is:

ΠF (RD) =

µ
μσυ

µ
p

µ
(1− υ) (1− μ) + μυ

μυp
I

¶
− I

¶
− (1− μ) (1− υ) (1− σ) I

¶
+

µ
μ (1− υ)σ

µ
p

µ
(1− υ) (1− μ) + μυ

μυp
I

¶
− I

¶
− (1− μ) υ (1− σ) I

¶
= I (1− μ)

(σ − υ)

υ
= Π

F

Thus, it is shown that the domestic bank does not always bid on the free market and,
therefore, makes zero expected profit.

Step 6: We determine the mixing probabilities.
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Let us use the fact that ΠF (RF ) = Π
F

and ΠD(RD) = 0 for each repayment.

• For the foreign bank we determine FF (R) by setting

ΠD(RD) =
¡
1− FF (RD)

¢ ¡
μσυ

¡
p(RD)− I

¢
− (1− μ) (1− σ) (1− υ) I

¢
+
¡
μ (1− σ) υ

¡
p(RD)− I

¢
− (1− μ)σ ((1− υ) I)

¢
= 0

Accordingly, FF (RF ) =
μυ(pRF−I)−(1−μ)(1−υ)I

μσ(υpRF−I)−(1−μ−σ)(1−υ)I ∀RF ²
h
(1−υ)(1−μ)+μυ

μυp I,X
´

and

prob
¡
RF = X

¢
= 1− μυ(pX−I)−(1−μ)(1−υ)I

μσ(υpX−I)−(1−μ−σ)(1−υ)I .

• For the domestic bank we determine FD(RD) by setting

ΠF (RF ) =
¡
1− FD(RF )

¢ ¡
μσυ

¡
pRF − I

¢
− (1− μ) (1− υ) (1− σ) I

¢
+
¡
μ (1− υ)σ

¡
pRF − I

¢
− (1− μ)υ (1− σ) I

¢
= Π

F

The domestic bank does not make an offer with probability prob (D) =
1− σ

υ
μυ(pX−I)−(1−μ)(1−υ)I

(σμ(υpX−I)−I(1−υ)(1−μ−σ)) . With probability 1− prob (D) it chooses repayments

according to FD
¡
RD
¢
= σ

υ

μυ(pRF−I)−(1−μ)(1−υ)I
(σμ(υpRF−I)−I(1−υ)(1−μ−σ))I ∀RD ²

h
(1−υ)(1−μ)+μυ

μυp I,X
´

.

Provided that the domestic bank offers a loan it chooses repayments according to the

following cumulative distribution function GD
¡
RD
¢
=

σ
υ

μυ(pRF−I)−(1−μ)(1−υ)I
(σμ(υpRF−I)−I(1−υ)(1−μ−σ))
σ
υ

μυ(pX−I)−(1−μ)(1−υ)I
(σμ(υpX−I)−I(1−υ)(1−μ−σ))

=

(μυ(pRF−I)−(1−μ)(1−υ)I)(σμ(υpX−I)−(1−μ−σ)(1−υ)I)
(μσ(υpRF−I)−(1−μ−σ)(1−υ)I)(μυ(pX−I)−(1−μ)(1−υ)I) ∀RD ²

h
(1−υ)(1−μ)+μυ

μυp I,X
´

where GD
¡
RD
¢
=

FD(RD)
1−prob(D) . Note that GD

³
(1−υ)(1−μ)+μυ

μυp I
´
= 0 and GD (X) = 1.

d ≥ d∗ Repeat step 3 - 6 for ΠF (RF ) = 0 and ΠD(RD) > 0. Q.E.D.

2 Proof of Lemma 2

Repeat step 3 - 6 for ΠF (RF ) = 0 and ΠD(RD) = 0. Q.E.D.

3 Proof of Lemma 3

Repeat step 3 - 6 for d < 0.5 with ΠF (RF ) > 0 and ΠD(RD) = 0 and d ≥ 0.5 with
ΠF (RF ) = 0 and ΠD(RD) > 0. Q.E.D.
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4 Proof of Proposition 1

We want to derive the Nash equilibrium. To do so, we first compare the best answers
of the domestic (foreign) bank given the offer of the foreign (domestic) bank.Suppose that

there are no regulatory requirements.

1. For the distance [0,1-d*)
If the foreign bank uses private information, the domestic bank gets zero expected profits

with private and verifiable information.
If the foreign bank uses verifiable information, the domestic bank gets zero expected

profits with private and verifiable information.

If the domestic bank uses private information, the foreign bank gets expected profits of

I (1− μ)
(σF−σD)

σD
with private information and expected profits of I (1− μ) (υ−σ)σ with

verifiable information.

If the domestic bank uses verifiable information, the foreign bank gets expected profits
of I (1− μ) (σ−υ)υ with private information and zero expected profits with verifiable
information.

Thus, the dominant strategy of the foreign bank is to use private information as σF > υ.
The domestic bank is indifferent between private and verifiable information. Because
verifiable information provides the better signal and the domestic bank it does not need to
invest to implement it, the domestic bank will use verifiable information. As a result, the
Nash equilibrium is that the foreign bank uses private information and the domestic bank
verifiable information.

2. For the distance [1-d*; 0.5)
If the foreign bank uses private information, the domestic bank gets zero expected profits

with private and verifiable information.
If the foreign bank uses verifiable information, the domestic bank gets I (1− μ) (σ−υ)υ

expected profits with private and zero expected profits with verifiable information.

If the domestic bank uses private information, the foreign bank gets expected profits

of I (1− μ)
(σF−σD)

σD with private information and zero expected profits with verifiable
information.

If the domestic bank uses verifiable information, the foreign bank gets expected profits
of I (1− μ) (σ−υ)υ with private information and zero expected profits with verifiable
information.

Thus, the dominant strategy of the foreign bank is to use private information. The
domestic bank is indifferent between private and verifiable information. Because verifiable
information provides the better signal and the domestic bank it does not need to invest
to implement it, the domestic bank will use verifiable information. As a result, the Nash
equilibrium is that both banks use private information.
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3. For the distance [0.5; d*)

If the foreign bank uses private information, the domestic bank gets expected profits

I (1− μ)
(σD−σF )

σF with private and zero expected profits with verifiable information.

If the foreign bank uses verifiable information, the domestic bank gets I (1− μ) (σ−υ)υ
expected profits with private and zero expected profits with verifiable information.

If the domestic bank uses private information, the foreign bank gets zero expected profits
both with private and verifiable information.

If the domestic bank uses verifiable information, the foreign bank gets expected profits
of I (1− μ) (σ−υ)υ with private information and zero expected profits with verifiable
information.

Thus, the dominant strategy of the domestic bank is to use private information. The
foreign bank is indifferent between private and verifiable information. Because it needs
to incur a cost to implement the verifiable information technology, it will use private
information. As a result, the Nash equilibrium is that both banks use private information.

4. For the distance [d*;1)

If the foreign bank uses private information, the domestic bank gets expected profits

I (1− μ)
(σD−σF )

σF
with private and expected profits of I (1− μ) (υ−σ)σ with verifiable

information.
If the foreign bank uses verifiable information, the domestic bank gets I (1− μ) (σ−υ)υ

expected profits with private and zero expected profits with verifiable information.

If the domestic bank uses private information, the foreign bank gets zero expected profits
both with private and verifiable information.

If the domestic bank uses verifiable information, the foreign bank gets zero expected
profits both with private and verifiable information.

Thus, the dominant strategy of the domestic bank is to use private information as
σD > υ. The foreign bank is indifferent between private and verifiable information. Because
it needs to incur a cost to implement the verifiable information technology, it will use private
information. As a result, the Nash equilibrium is that both banks use private information.
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Suppose that the domestic bank must use verifiable information.

1. For the distance [0,1-d*)
If the domestic bank uses verifiable information, the foreign bank gets expected profits

of I (1− μ) (σ−υ)υ with private information and zero expected profits with verifiable
information. In equilibrium, the foreign bank uses private information and the domestic
bank verifiable information.

2. For the distance [1-d*; 0.5)
If the domestic bank uses verifiable information, the foreign bank gets expected profits

of I (1− μ) (σ−υ)υ with private information and zero expected profits with verifiable
information. In equilibrium, the foreign bank uses private information and the domestic
bank verifiable information.

3. For the distance [0.5; d*)
If the domestic bank uses verifiable information, the foreign bank gets expected profits

of I (1− μ) (σ−υ)υ with private information and zero expected profits with verifiable
information. In equilibrium, the foreign bank uses private information and the domestic
bank verifiable information.

4. For the distance [d*;1)
If the domestic bank uses verifiable information, the foreign bank gets zero expected

profits both with private and verifiable information. The foreign bank is indifferent between
private and verifiable information. Because it needs to incur a cost to implement the
verifiable information technology, it will use private information. In equilibrium, the foreign
bank uses private information and the domestic bank verifiable information. Q.E.D.

5 Proof of Proposition 2

First, we compare the repayments offered by the domestic bank in the case with and without
a difference in regulation.

For the distance [1-d*; 0.5) the cdf is

• with regulatory provisions: Fwith−1 = FD
¡
RD
¢
= σ

υ
μυ(pR−I)−(1−μ)(1−υ)I

(σμ(υpR−I)−I(1−υ)(1−μ−σ))

• without regulatory provisions: Fw.out−1 = FD
¡
RD
¢
= σ

σD
μσD(pR−I)−(1−μ)(1−σD)I

(σμ(σDpR−I)−I(1−σD)(1−μ−σ))

As Fw.out−1 < Fw.out−2 and Fwith−1 = Fwith−2 > Fw.out−2 we can show that
Fwith−1 > Fw.out−1. As a result, the repayments offered are lower if regulatory provisions
are in place.
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For the distance [0.5;d*] the cdf is

• with regulatory provisions: Fwith−2 = FD
¡
RD
¢
= σ

υ
μυ(pR−I)−(1−μ)(1−υ)I

(σμ(υpR−I)−I(1−υ)(1−μ−σ))

• without regulatory provisions: Fw.out−2 = FD
¡
RD
¢
= μσ(pR−I)−(1−μ)(1−σ)I

(σμ(σDpR−I)−I(1−σD)(1−μ−σ))

At d* σ = υ only the numeraters differ and Fwith−2 − Fw.out−2 > 0 as σD > σ. As a
result, the repayments offered are lower if regulatory provisions are in place.

For the distance [d*;1] the cdf is

• with regulatory provisions: Fwith−3 = FD
¡
RD
¢
= μσ(pX−I)−(1−μ)(1−σ)I

(σμ(υpX−I)−I(1−υ)(1−μ−σ))

• without regulatory provisions: Fw.out−3 = FD
¡
RD
¢
= μσ(pR−I)−(1−μ)(1−σ)I

(σμ(σDpR−I)−I(1−σD)(1−μ−σ))

At d* σ = υ, only the numeraters differ and Fwith−3 − Fw.out−3 > 0 as σD > υ. As a
result, the repayments offered are lower if regulatory provisions are in place.

The profit of the domestic bank is

• if the domestic bank is subject to regulation:Z 1−d∗

0

I (1− μ)
(υ − σ)

σ
dd

• if the domestic bank is not regulated:Z 0.5

0

I (1− μ)

¡
σD − σF

¢
σF

dd

As d∗ > 0.5 and σD > υ for d ² [0; 1− d∗],
R 0.5
0
I (1− μ)

(σD−σF )
σF

dd >R 1−d∗
0

I (1− μ) (υ−σ)σ dd.

Second, we determine the profit of the foreign bank. It is:

• if the domestic bank is subject to regulation:Z d∗

0

I (1− μ)
(σ − υ)

υ
dd

• if the domestic bank is not regulated:Z 1−d∗

0

I (1− μ)
(σ − υ)

υ
dd+

Z 0.5

1−d∗
I (1− μ)

¡
σF − σD

¢
σD

dd

As d∗ > 0.5 and σD > υ for d ² [1− d∗; 0.5],
R d∗
0
I (1− μ) (σ−υ)υ dd >R 0.5

0
I (1− μ) (σ−υ)υ dd. Q.E.D.
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6 Proof of Proposition 3

Distance influences the quality of the private signal σ. We do not want to specify a
function how distance influences the quality of the signal. Therefore we investigate how a
change in σ affects the repayments offered and the probability that an offer is made.

6.1 If the domestic bank is obliged to used verifiable information

6.1.1 Effect of distance on the probability that a loan is offered to good firms

d < d∗

• The foreign bank offers a loan to all firms with a positive private signal, i.e. it is always
active on the credit market. The higher σ, i.e. the closer the firm is to the bank, the more
likely a good firm is to receive an offer.

• The domestic bank offers loans to firms with a positive verifiable signal with a certain
probability. The verifiable signal itself is independent of the distance between bank
and firm. The probability that the domestic bank is active on the credit market is
GD (X) = σ μυ(pX−I)−I(1−υ)(1−μ)

υ(σμ(υpX−I)−I(1−υ)(1−σ−μ)) .

Comparative statics shows

∂(σ μυ(pX−I)−I(1−υ)(1−μ)
υ(σμ(υpX−I)−I(1−υ)(1−σ−μ)) )

∂σ =

− (μυ (pX − I)− I (1− υ) (1− μ)) I(1−υ)(1−μ)
υ(σμ(υpX−I)−I(1−υ)(1−σ−μ))2 < 0

• Accordingly, the effects of σ on the probability that a loan is offered to a good firm have
opposing signs for the domestic and the foreign bank. Thus, we have to compare their
magnitude. For the domestic bank it is 1. For GD

¡
RD
¢

it could be ≶ 1. Hence, we
cannot determine its sign.

d ≥ d∗

• The foreign bank offers loans to all firms with a positive private signal provided it is
active on the credit market. The probability that the foreign bank receives a positive
signal and offers a loan is σFF (X) = συ μσ(pX−I)−I(1−σ)(1−μ)

σ(μσ(υpX−I)−I(1−υ)(1−μ−σ)) . Thus,
comparative statics show

∂
³
συ μσ(pX−I)−I(1−σ)(1−μ)

σ(μσ(υpX−I)−I(1−υ)(1−μ−σ))

´
∂σ

=
μυI (Xp− I) (1− μ) (2υ − 1)

(μσ (υpX − I)− I (1− υ) (1− μ− σ))
2 > 0

• The domestic bank offers loans to all firms with a positive verifiable signal, i.e. it
is always active on the credit market. Since the quality of the verifiable signal is
independent of the distance between bank and firm, there is no effect of distance.
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• Thus, in this parameter range firm receive a loan with higher probability if they are closer
to the foreign bank.

6.1.2 Effect of distance on the repayments offered by the domestic bank

d < d∗

The cumulative density function of the domestic bank’s repayments provided it grants a
loan is given by:

GD
¡
RD
¢
=

¡
μυ
¡
pRF − I

¢
− (1− μ) (1− υ) I

¢
(σμ (υpX − I)− (1− μ− σ) (1− υ) I)

(μσ (υpRF − I)− (1− μ− σ) (1− υ) I) (μυ (pX − I)− (1− μ) (1− υ) I)

Thus comparative statics shows that
∂

Ã
(μυ(pRF−I)−(1−μ)(1−υ)I)(σμ(υpX−I)−(1−μ−σ)(1−υ)I)
(μσ(υpRF−I)−(1−μ−σ)(1−υ)I)(μυ(pX−I)−(1−μ)(1−υ)I)

!
∂σ =

− (μυ(pRF−I)−I(1−υ)(1−μ))(μυpI(X−RF )(1−υ)(1−μ))
(μσ(υpRF−I)−I(1−υ)(1−μ−σ))2(μυ(pX−I)−I(1−υ)(1−μ)) < 0.

d ≥ d∗
The domestic bank will always be active on the credit market. Its cumulative density

function is given by

FF
¡
RF
¢
=

σμ(pRF−I)−I(1−μ)(1−σ)
σμ(υpRF−I)−I(1−υ)(1−σ−μ) . Comparative statics show

∂

Ã
σμ(pRF−I)−I(1−μ)(1−σ)

σμ(υpRF−I)−I(1−υ)(1−σ−μ)

!
∂σ =

(pRF−I)Iμ(−1+2υ)(1−μ)
(μσυpRF−Iμσ−I+Iυ+Iμ−Iμυ+Iσ−Iσυ)2 > 0

As the firm is closer to the foreign bank, σ increases and the cumulative densitiy function
increases implying that the repayments offered by the domestic bank decrease.

6.2 If the domestic bank is not subject to regulatory provisions

6.2.1 Effect of distance on the probability that a loan is offered to good firms

1. For the distance [0,1-d*)
See argument above for d < d∗.

2. For the distance [1-d*; 0.5)

• The foreign bank offers a loan to all firms with a positive private signal, i.e. it is always
active on the credit market. The higher σ, i.e. the closer the firm is to the bank, the more
likely a good firm is to receive an offer.

• The domestic bank offers loans to firms with a positive private signal with a
certain probability. The closer the firm is to the foreign bank, the less likely a
good firm is to receive an offer from the domestic bank. The probability that the
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domestic bank is active on the credit market and makes an offer to a good firm is

σDGD (X) = σF
μσD(pX−I)−I(1−σD)(1−μ)

υ(σFμ(σDpX−I)−I(1−σD)(1−σF−μ)) .

Comparative statics shows

∂

Ã
σF

μσD(pX−I)−I(1−σD)(1−μ)
υ(σFμ(σDpX−I)−I(1−σD)(1−σF−μ))

!
∂σF =

−
¡
μσD (pX − I)− I

¡
1− σD

¢
(1− μ)

¢ I(1−σD)(1−μ)
υ(σFμ(σDpX−I)−I(1−σD)(1−σF−μ))2 < 0

∂

Ã
σF

μσD(pX−I)−I(1−σD)(1−μ)
υ(σFμ(σDpX−I)−I(1−σD)(1−σF−μ))

!
∂σD

=

−σF Iμ (1− μ)
¡
1− 2σF

¢
pX−I

υ(σFμ(σDpX−I)−I(1−σD)(1−σF−μ))2 > 0

Thus, the probability that the domestic bank is active on the credit market decreases in
σF (an increase in σF is accompanied by an decrease in σD).

• Accordingly, the effects of σ on the probability that a loan is offered to a good firm have
opposing signs for the domestic and the foreign bank. Thus, we cannot determine its
sign.

3. For the distance [0.5; 1)

• The foreign bank offers loans to all firms with a positive private signal provided it is
active on the credit market. The probability that the foreign bank receives a positive

signal and offers a loan is σFFF (X) = σD
μσF (pX−I)−I(1−σF )(1−μ)

(μσF (σDpX−I)−I(1−σD)(1−μ−σF )) . Thus,
comparative statics show

∂

µ
σD

μσF (pX−I)−I(1−σF )(1−μ)
(μσF (σDpX−I)−I(1−σD)(1−μ−σF ))

¶
∂σF

=

μσDI (pX − I) (1− μ)
¡
2σD − 1

¢
(μσF (υpX − I)− I (1− σD) (1− μ− σF ))

2 > 0

∂

µ
σD

μσF (pX−I)−I(1−σF )(1−μ)
(μσF (σDpX−I)−I(1−σD)(1−μ−σF ))

¶
∂σD

=

−
¡
μσF (pX − I)− I

¡
1− σF

¢
(1− μ)

¢
I
¡
1− σF

¢
(1− μ)

(μσF (υpX − I)− I (1− σD) (1− μ− σF ))
2 < 0

As a firm is closer to the foreign bank σD decreases but σF increases. As a result, the
probability that the foreign bank is active on the credit market increases.

• The domestic bank offers loans to all firms with a positive private signal, i.e. it is always
active on the credit market. Since the quality of the private signal is lower for firms
closer to the foreign bank, the domestic bank is less likely to offer loans to these firms.
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• Accordingly, the effects of σF on the probability that a loan is offered to a good firm
have opposing signs for the domestic and the foreign bank. Thus, we cannot determine
its sign.

6.2.2 Effect of distance on the repayments offered by the domestic bank

1. For the distance [0,1-d*)
See argument above for d < d∗.

2. For the distance [1-d*; 0.5)
The cumulative density function of the domestic bank’s repayments provided it grants a

loan is given by:

GD
¡
RD
¢
=

¡
μυ
¡
pRF − I

¢
− (1− μ) (1− υ) I

¢
(σμ (υpX − I)− (1− μ− σ) (1− υ) I)

(μσ (υpRF − I)− (1− μ− σ) (1− υ) I) (μυ (pX − I)− (1− μ) (1− υ) I)

Thus comparative statics shows that
∂

Ã
(μυ(pRF−I)−(1−μ)(1−υ)I)(σμ(υpX−I)−(1−μ−σ)(1−υ)I)
(μσ(υpRF−I)−(1−μ−σ)(1−υ)I)(μυ(pX−I)−(1−μ)(1−υ)I)

!
∂σ =

− (μυ(pRF−I)−I(1−υ)(1−μ))(μυpI(X−RF )(1−υ)(1−μ))
(μσ(υpRF−I)−I(1−υ)(1−μ−σ))2(μυ(pX−I)−I(1−υ)(1−μ)) < 0.

Thus, as σF increases, the cumulative densitity function of repayments of the domestic
bank decreases, which means that it offers lower repayments.

3. For the distance [0.5; 1)
The domestic bank will always be active on the credit market. Its cumulative density

function is given by

FF
¡
RF
¢
=

σμ(pRF−I)−I(1−μ)(1−σ)
σμ(υpRF−I)−I(1−υ)(1−σ−μ) . Comparative statics show

∂

Ã
σμ(pRF−I)−I(1−μ)(1−σ)

σμ(υpRF−I)−I(1−υ)(1−σ−μ)

!
∂σ =

(pRF−I)Iμ(−1+2υ)(1−μ)
(μσυpRF−Iμσ−I+Iυ+Iμ−Iμυ+Iσ−Iσυ)2 > 0

∂

Ã
σμ(pRF−I)−I(1−μ)(1−σ)

σμ(υpRF−I)−I(1−υ)(1−σ−μ)

!
∂υ =

−
¡
μσpRF − 2σμI − I + Iμ+ Iσ

¢
μσpRF+I−Iσ−Iμ

(σμυpRF−σμI−I+Iσ+Iμ+Iυ−Iυσ−Iυμ)2 < 0

Thus, as σF increases, the cumulative densitity function of the domestic bank increases,
which means that it offers lower repayments. Q.E.D.

11



  

 Ifo Working Papers 
 

No. 139 Sala, D. and E. Yalcin, Export Experience of Managers and the Internationalization of 

Firms, September 2012. 

 

No. 138 Seiler, C., The Data Sets of the LMU-ifo Economics & Business Data Center – A Guide 

for Researchers, September 2012. 

 

No. 137 Crayen, D., C. Hainz and C. Ströh de Martínez, Remittances, Banking Status and the 

Usage of Insurance Schemes, September 2012. 

 

No. 136 Crivelli, P. and J. Gröschl, The Impact of Sanitary and Phytosanitary Measures on Market 

Entry and Trade Flows, August 2012. 

 

No. 135 Slavtchev, V. and S. Wiederhold, Technological Intensity of Government Demand and 

Innovation, August 2012. 

 

No. 134 Felbermayr, G.J., M. Larch and W. Lechthaler, The Shimer-Puzzle of International 

Trade: A Quantitative Analysis, August 2012. 

 

No. 133 Beltz, P., S. Link and A. Ostermaier, Incentives for Students: Evidence from Two Natural 

Experiments, August 2012. 

 

No. 132 Felbermayr, G.J. and I. Reczkowski, International Student Mobility and High-Skilled 

Migration: The Evidence, July 2012. 

 

No. 131 Sinn, H.-W., Die Europäische Fiskalunion – Gedanken zur Entwicklung der Eurozone, 

Juli 2012. 

 

No. 130 Felbermayr, G.J., A. Hauptmann and H.-J. Schmerer, International Trade and Collective 

Bargaining Outcomes. Evidence from German Employer-Employee Data, March 2012. 

 

No. 129 Triebs, T.P. and S.C. Kumbhakar, Management Practice in Production, March 2012. 

 

No. 128 Arent, S., Expectations and Saving Behavior: An Empirical Analysis, March, 2012. 

 

No. 127 Hornung, E., Railroads and Micro-regional Growth in Prussia, March, 2012. 



  

 

No. 126 Seiler, C., On the Robustness of the Balance Statistics with respect to Nonresponse, 

March 2012. 

 

No. 125 Arent, S., A. Eck, M: Kloss and O. Krohmer, Income Risk, Saving and Taxation: Will 

Precautionary Saving Survive?, February 2012. 

 

No. 124 Kluge, J. and R. Lehmann, Marshall or Jacobs? Answers to an Unsuitable Question from 

an Interaction Model, February 2012. 

 

No. 123 Strobel, T., ICT Intermediates, Growth and Productivity Spillovers: Evidence from 

Comparison of Growth Effects in German and US Manufacturing Sectors, February 2012. 

 

No. 122 Lehwald, S., Has the Euro Changed Business Cycle Synchronization? Evidence from the 

Core and the Periphery, January 2012. 

 

No. 121 Piopiunik, M. and M. Schlotter, Identifying the Incidence of “Grading on a Curve”: A 

Within-Student Across-Subject Approach, January 2012. 

 

No. 120 Kauppinen, I. and P. Poutvaara, Preferences for Redistribution among Emigrants 

from a Welfare State, January 2012. 

 

No. 119 Aichele, R. and G.J. Felbermayr, Estimating the Effects of Kyoto on Bilateral Trade 

Flows Using Matching Econometrics, December 2011. 

 

No. 118 Heid, B., J. Langer and M. Larch, Income and Democracy: Evidence from System 

GMM Estimates, December 2011. 

 

No. 117 Felbermayr, G.J. and J. Gröschl, Within US Trade and Long Shadow of the American 

Secession, December 2011. 

 

No. 116 Felbermayr, G.J. and E. Yalcin, Export Credit Guarantees and Export Performance: 

An Empirical Analysis for Germany, December 2011. 

 

No. 115 Heid, B. and M. Larch, Migration, Trade and Unemployment, November 2011. 

 

No. 114 Hornung, E., Immigration and the Diffusion of Technology: The Huguenot Diaspora 

in Prussia, November 2011. 

 

No. 113 Riener, G. and S. Wiederhold, Costs of Control in Groups, November 2011. 




