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Abstract

The interplay between banks and the macroecononof ey importance for
financial and economic stability. We analyze tlidk lusing a Factor Augmented
Vector Autoregressive Model (FAVAR) which extendstandard VAR for the
U.S. macroeconomy with a set of factors summarizimigditions in the banking
sector. We use the model to analyze bank risk, matkns, and bank lending.
We take data of more than 2,000 commercial bardks fhe U.S. Call Reports.
We assess the importance of common versus idioslyncersk at the bank level
and the heterogeneous transmission of macroecoramii@sset price shocks to
individual banks. Our paper has four main findinggst, average bank risk
declines following expansionary shocks. Resultsifidividual banks reveal that
1/3 of all banks increase risk after a monetargdéming. In this sense, our results
are partly in support of the risk-taking channetcéd, bank lending increases
following expansionary shocks. Third, the corr@atibetween bank risk and
return depends on the underlying macroeconomickstimurth, banks’ responses
to macroeconomic shocks exhibit a high degree térbgeneity. We find that
riskiness and internationalization are determinasftdanks’ risk and lending
exposure to monetary policy shocks, and that litpidn addition, determines
banks’ lending exposure.
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Keywords: FAVAR, monetary policy, risk-taking chatnlending channel,
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1 Motivation

The interplay between macroeconomic factors arks irs banking is of importance for
financial and economic stability. For example, blodble on housing markets and loose
monetary policy are often cited as main originshef crisis that started in 2007, and monetary
policy has reacted to problems in the banking sdmtonjecting liquidity. In this paper, we
analyze the feedback between the banking sectoth@thacroeconomy for the pre-crisis
period. We empirically model individual banks’ risketurn, and lending together with
macroeconomic factors in a Factor Augmented Ve&tdoregressive Model (FAVAR) in the
tradition of Bernanke et al. (2005). In our modkdyelopments in the banking sector can have
an impact on macroeconomic dynamics, and macroeacnevelopments can affect
individual banks.

The FAVAR extends a standard macroeconomic VAR Wwhkimmprises GDP growth,
inflation, house prices, stock price inflation, andnetary policy interest rates with a set of
factors which we extract from a large set of indual bank-level data. The banking data
comprise non-performing loans to total loans, gqcstpital to total capital, return on assets,
and loans to assets for a balanced panel of mare2/900 U.S. banks. Data are taken from
the U.S. Call Reports. We decompose the bankiregidatommon and idiosyncratic (i.e.
bank-specific) components. We identify a set of mmaconomic (and asset price) shocks and
assess their transmission through the bankingrey3tée also make use of the rich
information on individual banks incorporated in theaset (also available to regulators) and
assess how individual banks react to macroeconshucks. We thus address the issue that,
in the presence of frictions on financial markefgcts of macroeconomic shocks should
exhibit a substantial degree of heterogeneity.

We answer the following questions. First, whahis tole of macroeconomic shocks for the
banking sector? Second, what is the role of th&ibgrsector for the macroeconomy? Third,
what are the sources of bank heterogeneity? Howiitapt are idiosyncratic shocks and how
important is the asymmetric transmission of comriamking and macro) shocks to
individual banks, and which bank-level featureslaxpthe exposure of individual banks to
macroeconomic factors?

The answers to the above questions have importaiications also for regulatory policy.
The exposure of banks to macroeconomic factors tfaunglthe procyclical impact of capital
regulations) features prominently in recent profso&a regulatory reforms. Rochet (2008),
for instance, argues that banks with a large exjeasumacroeconomic shocks should be
denied access to emergency assistance by theldesntka According to his proposal, banks
with a low exposure to macroeconomic shocks shbale access to the lender of last resort
facilities. Banks should face a capital requirenard a deposit insurance premium that
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increases with their exposure to macroeconomiofacSimilarly, Farhi and Tirole (2009)
argue that banks which react more to macroecontauiors should be regulated more

tightly. Gersbach and Hahn (2009) propose a regyldtamework under which a bank's
required level of equity capital depends on theatgaapital of its peers and, in this sense, on
the macroeconomic environment. If an adverse shiaskhe economy and drives down
equity ratios for all banks, capital requirementit be relaxed. Implementing these proposals
requires information about individual banks’ exp@suto macroeconomic factors. Our results
inform this debate.

Our paper contributes to recent literature anatyte link between bank risk and the
macroeconomic environment. According to the soedatisk-taking channel (Rajan 2005,
Borio and Zhu 2008), low policy interest rates nxdyger increased risk-taking either by
increasing net worth and thus encouraging lendintggh-risk borrowers and/or by inducing
a “search for yield”. Therefore, the risk-takingacimel is closely related to the lending
channel of monetary policy. Recent empirical woskng bank-level data finds some
evidence that lower interest rates increase bargés{Altunbas et al. 2009, Jiménez et al.
2007, loannidou et al. 2009, Eickmeier and Hofm20@9). While the focus of these papers
is on bank-specific risk, Tarashev et al. (2009@msthat banks’ exposure to macroeconomic
risk also increases the degree of systemic riskainking, i.e. the probability that the entire
financial system is in distreds.

Our set-up allows us to make several contributiéirst, the FAVAR model allows analyzing
the dynamic interaction between bank-specific aagnseconomic developments in a

flexible way while taking into account the endoggnef both, macro- and banking factors.
Several VAR-studies allow for the interaction betweredit and macroeconomic factors (e.g.
Eickmeier et al. 2007, Ciccarelli et al. 2009), these studies do not focus on bank-specific
effects. The above bank-level studies on the a&kag channel, in contrast, allow
macroeconomic factors to affect bank risk, but maconomic factors are not allowed to be
influenced by bank risk or other banking variabl& find both, effects of macroeconomic
(and asset price) shocks on banks, and effectsoaks occurring in the banking sector on the
macroeconomy.

Second, the FAVAR model allows including a largentner of bank-level variables. We can
explicitly exploit the interconnectedness of baaks the impact of macroeconomic
developments on different banking variables. Thedrte account for the interconnectedness
of financial institutions is one key insight of thexent crisis (Brunnermeier 2008, IMF 2009).
Moreover, we simultaneously model the risk andrétern of banks, thus accounting for the

! Additional determinants of systemic risk includmks’ probabilities of default and the degree oési
concentration in banking (Tarashev et al. 2009a).
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fact that, in “search for yield”, banks may increaisk (Rajan 2006, Hellwig 2008)\WVe find
that the correlation between the risk and the netfibbanks depends on the underlying
macroeconomic shock. In addition, we can assessxihesure of each individual bank to
macroeconomic shocks. We find that banks reactieraheterogeneous way to common
shocks and assess the reasons between the hetayogeeactions.

Third, previous papers analyzing the risk-takingraiel regress bank-level risk on variables
such as the monetary policy interest rate, GDP tiroand asset prices (Altunbas et al. 2009,
Jiménez et al. 2007, loannidou et al. 2009he latter are reduced-form constructs, and their
developments may reflect the pass-through of plysedry different types of shocks. Instead,
we consider (loosely) identified orthogonal macmemmic and asset price shocks which
allow us to better disentangle the common drivéisanking developments. One finding is
that bank risk tends to decline in response to mesipaary shocks while lending increases.
The shapes of impulse response functions and dlegdn of the variation accounted for
depend, however, on the type of the shock.

Fourth, FAVAR models have previously been fittedame macroeconomic dataséfehe
methodology, however, allows exploiting even riciméormation, and its application also to
micro-level data is the natural next step. To testlof our knowledge, our study is the first
linking a FAVAR model to a micro dataset.

In the remainder of the paper we proceed as folldnvSection 2 we relate our paper to the
existing theoretical and empirical literature. kc8ons 3 and 4 we present the data and the
methodology, respectively. In Section 5 we prowade discuss the empirical results and
conclude in Section 6.

2 Theoretical Background and Previous Empirical Literature®

2.1 Theoretical Background

Theoretical contributions explaining the exposurbanks to macroeconomic risk need to
assume some degree of frictions on financial markieta complete markets setting, banks
should be exposed to idiosyncratic but not to meawaomic risks (Hellwig 1997). Moreover,

2 See Beck (2008) for a discussion of previous eigglititerature on banks’ risk-return trade off.

% These papers address the issue that monetary pobndogenous by either approximating monetaligyof
the countries studied by foreign policy rates oaylor rule gaps, i.e. deviations of the polictertom the rate
implied by the Taylor rule (Altunbas et al. 2009).

4 See, e.g., De Nicolo and Lucchetta (2010) forgplieation to systemic risk.

® Den Reijer (2007) applies a principal componerisell factor model to a micro dataset of Dutchistff
employment and carries out forecasts but no straictunalysis.

® See Freixas and Rochet (1998, Chapter 6) foriawenf the bank lending channel and the financial
accelerator model and Degryse et al. (2009, Ch&)tiar the corresponding empirical evidence.
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models assuming financial contracts that isolat&kbdrom macroeconomic shocks miss
important interactions between banks and the maoraamy during financial crises (Zhang
2009). In this section, we summarize implicatiohsegent models modeling such financial
frictions (see also Table 1).

Most previous work linking banks and the macroecondocuses on monetary policy shocks
and the lending channel. Walsh (2003) distinguistvesaspects. According to the bank
lending channel, policies that affect the resenfdbe banking system influence the
transmission of monetary impulses. If access tasuried funding is limited due to financial
friction, banks cut their lending in response ghter monetary policy. Hence, if close,
uninsured substitutes to bank deposits are misbanyk credit affects aggregated activity.
According to the financial-accelerator mechanidm,dvailability of cash flow and the net
worth of firms affect the availability of externi@hance. If a recession weakens firms’ internal
resources, the volume supply of credit declined,the negative effects of the downturn are
aggravated.

If the financial accelerator is operating, chanigesterest rates may have countervailing
effects on bank risk and lending. On the one hkovegr interest rates reduce the interest rate
burden for firms, lower the risk of outstandingxilde loan contracts, thereby increasing the
probability of repayment and the value of the uhdleg collateral. On the other hand, the
borrowing capacity of high-risk firms increasestwihe availability and the volume of
pledgeable assets (Bernanke et al. 1996). Risktrimigtease. Conversely, higher interest
rates increase the agency costs of lending, batkse the amount of credit to monitoring-
intensive firms, and they invest a greater shatbeaf assets in safe assets (“flight-to-
quality”) (Bernanke et al. 1996: p. 4).

Recent macroeconomic models extend the menu okshwagen analyzing the link between
banks and the macroeconomy. Angeloni and Faia (22@8lyze the impact of monetary,
technology, and asset price shocks in the confexOGSGE model with banks. In their

model, banks use equity and deposits to finanadingrto entrepreneurs. Entrepreneurs have
no internal funds and require financing from baagselationship lenders. Banks have special
skills in redeploying assets that are liquidatedyeand the economy is prone to bank runs.

The model also yields testable hypotheses conagthamimpact of different shocks for the
banking sector. Following a positive productivityogk, inflation and interest rates fall, and
output increases. Since investment increases, leadikng increases as well. The decline in
interest rates lowers banks’ return on assetshdmiks also take on more risks because they
raise more deposits (the capital-asset ratio falls)expansionary monetary policy shock
increases inflation and output on impact, and lowerest rates have a negative impact on

" Similar mechanisms are stressed in Matsuyama §2800ell’ Ariccia and Marquez (2006).
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banks’ profits. Banks replace deposits with equignce bank risk increas®bollowing a
positive shock to the marginal return to capitaitput and inflation rise on impact. Due to an
increased demand for loans, bank interest ratesharsdorofits increase. Bank risk declines.

In Angeloni and Faia (2009), the focus is on bam&k as liquidity providers. Zhang (2009)
focuses on an interaction between credit frictiarthee demand side (net worth of firms) and
the supply side (bank capital). In her model, lsaakd firms share macroeconomic risks
because banks cannot write contracts isolating tinemm macroeconomic risk. The
implications of this model differ from those in Aglgni and Faia (2009) since expansionary
monetary or technology shocks lower r8K-he reason for this difference is that
expansionary shocks increase firms’ net worth, tvinas a positive impact on the borrowing
capacity of firms. Implications for lending are tjtaively the same.

Recent literature has also discussed the expo$ia&s to macroeconomic factors as a
determinant of systemic risks in banking. In Fauhd Tirole (2009), the probability of
success of projects financed by banks depends oros@nomic shocks. Banks are allowed
to choose the correlation of their portfolio riskiwthat of other banks. There is a strategic
complementarity in the choices of banks — the higine number of banks holding similar
portfolios, the more likely is a (monetary) bailt@u case of a negative shock. Banks want to
fail when the largest possible number of other sasKailing. Predictions of the model differ
from standard predictions of the CAPM model, whagbuld imply that investorsinimize

their correlation of aggregate risk. One implicatad the model is that a low (policy) interest
rate increases risk because of increased bankalgeda lower capital-asset-ratio). This would
be in line with the model by Angeloni and Faia (2D0

In our empirical model, we will also account forusing price shocks. Goel et al. (2009)
show how leverage decisions of borrowers and beakdeedback into macroeconomic
stability. In their model, bank loans are securétth Wouses, and the probability distribution

of value of collateral is affected by the aggredateling behavior of banks. An increase in
the probability that the house price is positivéhie second period increases both, consumers
and banks’ leverage. The fact that all bank loaasacked by the same collateral leads to an
interconnectedness of otherwise independent banks.

The macroeconomic models reviewed so far have aajiins for the link between risk and
return, which partly depend on the nature of theéeulying shock. The banking literature has

8 Bank risk in the model by Angeloni and Faia (20i3%he probability of a bank run occurring, anis th
probability is determined by the distribution oéttreturns on lending and the liquidation valueooig-term
assets. In our empirical model, the proxy for beask will be the share of non-performing loansatet loans
and the capital-asset ratio, which are positivelyalated with the definition of risk in their thedical model.

% This shock can be interpreted as an asset grakswhich we will model as a stock price shock.

10 See Meh and Moran (2008) for a similar conclusima DSGE model featuring a double moral hazard
problem between banks and investors, on the ong, laaial banks and firms, on the other hand.
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discussed the link between bank risk (as a proxfiriancial stability) and return (as a proxy
for the degree of competition) from a different nd\llen and Gale (2004) suggest a
negative relationship because more concentratekirnzpaystems reduce incentives of
bankers to lend recklessly. Boyd and de Nicolo 8@0gue that increasing market power of
banks increases risk taking because banks canwvetlthe higher risk associated with lower
quality loans by charging higher interest ratesustomers. If borrowers endogenously
choose the risk of their project, an increase malieg rates increases risk due to an adverse
selection effect. Martinez-Miera and Repullo (208Byw that thisisk shifting effects due

to the assumption that loan default rates are pityfeorrelated. They introduce imperfect
correlation of loan default rates and show thateh® an additionahargin effectMore
competition lowers loan rates, revenues from ndatdiéng loans decline, and banks become
riskier. Despite this general ambiguity, the impaica lower risk-free rate on the probability
of bank failure is negative (i.e. risk falls) sinbe margin and the risk-shifting effect
reinforce each other in this case. The risk-takingnnel would imply the opposite
correlation.

In sum, theoretical literature has quite clearimglications with regard to the impact of
different macroeconomic shocks on the volume afiilegn and the profitability of banks.
Expansionary shocks should increase lending; retafibanks mirror the interest rate
response. Implications for the impact of these kb@n the risk-taking of banks are less
clear-cut. While some papers suggest a positiveelation between expansionary shocks and
bank risk, this correlation might also be negati\efinancial accelerator mechanism is at
work and if banks “flee to quality”.

2.2 Previous Empirical Literature

Previous empirical literature on the exposure afidsao macroeconomic factors falls into
three main categories: evidence on the lendingralaavidence on the risk-taking channel,
and evidence on systemic risks in banking. Onefikejng of this literature is that the
response of banks to macroeconomic factors sha@ubstantial degree of heterogeneity.

Lending Channel

Kashyap and Stein (2000) have suggested testinggatfie lending channel by analyzing how
bank lending responds to liquidity and how thigpmsse depends on the stance of monetary
policy. One important lesson drawn from their resithat the effect of the bank lending
channel of monetary policy depends on the degréenaling constraint a bank faces.

Subsequent studies on the bank lending channelitientéfied different sources of bank
heterogeneity which might affect the reaction taetary policy shocks. Kishan and Opiela
(2000) and Gambacorta and Mistrulli (2004) findttbagpitalization is an important
determinant of the ability of a banks ability taestl their loan portfolio from a tightening of
monetary policy. Cetorelli and Goldberg (2008) segjghat earlier evidence on the
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importance of the lending channel has overlookedszborder lending. Using quarterly
information for U.S. banks between 1980 and 2088y find that large globally-oriented
banks reduce their exposure to domestic liquidigcks by using internal capital markets
with their foreign affiliates.

Overall, evidence from the U.S. suggests that tisene strong bank lending channel
operating (Walsh 2003). In contrast to the banklilegn channel, the credit channel assigns
importance to imperfections in economy-wide finahonarkets. If agency costs drive a
wedge between the costs of internal and externahtie, developments of net worth, cash
flow, and collateral should affect lending over thesiness cycle. In fact, there is evidence
that downturns differentially affect access to drémt high-agency-cost borrowers (Bernanke
et al. 1996).

Risk-Taking Channel

The risk-taking channel (Rajan 2006, Borio and 2B08) has been tested by Altunbas et al.
(2009) who regress banks’ expected default frequenca monetary policy indicator, and
nominal GDP growth. Results are based on a sanfifikdex banks. They show that the
overall quality of loan portfolio increases if inést rates fall and at the same time banks take
on more risk if the interest rate is below a Taylde-benchmark (i.e. if a monetary

tightening is expected). This is interpreted asience in favor of the risk taking channel. In
addition, they find that higher GDP growth loweemnk risk, and that asset prices have no
clear-cut impact.

Similar findings are reported in Jimenez et al0@0 Using Spanish loan data, they find that
lower interest rates have two effects. In the short lower interest rates reduced the
probability of default of outstanding, flexible-ealibans. In the medium run, however, lower
interest rates increase bank risk. Lower inter@sisrraise the value of collateral and induce
banks to search for yield, banks extend more (msky loans (Gambacorta 2009). In

addition, there is a large degree of heterogemeityss banks. Small banks, banks that are net
lenders in the interbank market, and savings aongeative banks take on more extra risk

Systemic Risk

A final related strand of empirical research ana$ythe exposure of banks to macroeconomic
developments and shows how this contributes t@systrisk. Tarashev et al. (2009a, 2009b)
develop a measure of systemic risk which is bageith® game-theoretic concept of the so-
called Shapley value. This measure ascribes toiththl players the average marginal
contribution each makes to each possible subgrowugich they participate. They find that
the number of banks’, their relative size, theol@bilities of default, and their exposures to
macroeconomic risk factors are drivers of systamic However, the feedback between the
banking sector and the macro-economy is not modetpticitly. As an alternative approach

to measure systemic risk, Adrian and Brunnerm&i@d9) propose a so-call€&bVar model
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which determines the value at riskaR of a financial system, given that the individual
institution is in distress. The determinants o$ tisk measure include macroeconomic state
variables such as the policy rate or the yieldaprehich shift the conditional mean and
volatility of the CoVarmeasure.

3 Macroeconomic and Bank-Level Data
3.1 Macroeconomic Data

Our set of macroeconomic variables comprises l&igrénces of real GDP, the GDP deflator,
real house prices and real stock prices and thed ththe effective Federal Funds rate. House
prices are measured as the Freddie Mac Conventibordjage. Stock prices are measured as
the S&P 500, observed at the end of the quarteusklprice and stock prices are divided by
the GDP deflator to obtain real values. The dataretrieved from the FreeLunch.com, a free
internet service provided by Moody’s Economy.com.

3.2 Bank-Level Data

Our source for bank-level data is the Consolid&edort of Condition and Income (Call
Reports) that all insured banks in the United Statdomit to the Federal Reserve each
quarter. A complete description of all variabled data sources is provided in the data
appendix (Table A.1).

The reason for using these data is three-foldt,Rlre Call Report data have been used
frequently in empirical work in banking allowing tescompare our results. Second, the Call
Report data are publicly available supervisory daa we thus need not restrict our analysis
to market data which are available for only a reéy small sub-set of (listed) banks. Third,
the data are available for a large panel of baokatfleast two decades and thus allow
analyzing longer-run tendencies.

From the Call Reports, we compile a dataset cangistf quarterly income statements and
balance sheet data over the period 1991Q1-2008@2&yin our analysis in the year 1991
for the following reasons. First, we exclude thegukof the savings and loans crisis of the
1980s which cumulated in the credit crunch of #te-11980s and early-1990s. Second, since
we use a balanced dataset, the shorter the tinedpmovered, the more representative the
dataset is for today’s banking landscape.

A first set of banking variables measuring bank,return, and lending is included in a
dataset from which we estimate the banking facftinese banking factors, in turn, serve as
an input for the FAVAR model that is described atton 4. A second set of banking
variables is used to explain differences in resparidhanks to macroeconomic factors (see
Section 5.3).
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The series which are used for the constructiohefitst type of measures are total assets,
total loans, equity capital, non-performing loaasd net income of commercial banks.
Following previous literature, we apply a numbesofeens to exclude implausible and
unreliable observations. In particular, we exclofieervations with (i) negative or missing
values for total assets, (ii) negative total lodnig,observations with loan to assets ratios
larger than one, (iv) observations with capitah$set ratios larger than one, and (v) banks
with gross total assets below $25 millitnOverall, these corrections reduce the sample from
13,375 banks in the unbalanced panel to 2,734 bankse balanced panel. We use only
banks that are in business during the entire penmir study?

Our measure of banks’ returns is return on asséhet as net income to total assets. Our
main risk measure is the share of non-performingtal loans. In addition, we use the
(unweighted) capital-asset ratio, measured as\eqgagital to total assets, since banks with a
higher capital ratio are less likely to faikteris paribusCompared to the non-performing
loan ratio, the capital-asset ratio has advantagdglisadvantages as a risk measure. An
advantage is that the capitalization of banks &ffde banks’ ability to absorb
macroeconomic shocks and enhance the stabilityeobanking system (Angeloni and Faia
2009, Kishan and Opiela 2000, van den Heuvel 2G@2)bacorta and Mistrulli 2004, Meh
and Moran 2008). A disadvantage of the capitaltass® is that it is, to some extent,
determined by regulatory requirements. Also, thgrele of capitalization is used by banks as
a signaling devise, and banks might avoid adjustsi@rresponse to macroeconomic shocks.
In addition to risk and return, we include the Isdo-asset ratio to account for changes in
bank lending activities. We scale loans by totakésto control for the size of banks

The bank-level data are treated in the usual mdonéactor analysis. They are seasonally
adjusted. We assume that all variables we incluestationary, so there is no need to
difference them. Outliers are removédsinally, the data are standardized to have a zero
mean and a unit variance.

In addition to these variables, we consider sev@ak-level characteristics which may
influence the exposure of banks to macroecononctofa: the size of banks,
internationalization (i.e. whether a bank has fgmaaffiliates or not), the interconnectedness
with other banks, and liquidity.

1 as Berger and Bouwmann (2009) state, banks withl tssets below $25 millions are not likely toviwble
commercial banks.

12 This procedure implies that any bank engagednmeer is finally dropped from the sample sindadtudes
a missing observation at the time the merger oedurr

13 outliers are defined as observations of the statipdata with absolute median deviations largen tix
times the interquartile range. They are replacethbymedian value of the preceding five observati@ee also
Stock and Watson (2005).
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The size of banks is measured by the (log) voluht®Enks’ total assets, i.e. assets divided by
the GDP deflator. Internationalization is measurgdhe presence of foreign affiliates. We
label a bank “international” if it reports the ebeisce of a foreign affiliate in at least one
period (Cetorelli and Goldberg 2008). This procedwsults in about 300 international active
banks or a little more than 10 percent of the tfiialanced) dataset. The degree of
interconnectedness of banks is measured usindnére ef federal funds purchased in total
assets as a proxy for the exposure to the interbvarket. Finally, liquidity is measured by
the ratio of securities to assets, where we fokaghyap and Stein (2000) as closely as
possible. These variables are also seasonally attidreadjusted. In addition, the riskiness of
banks will be considered as bank-level feature W@y influence the exposure of risk (and
lending) to macroeconomic factors.

Table 2 compares the unbalanced and the balanoeti gace balancing the dataset might
result in an unrepresentative description of thekbay industry. The medians for the
balanced and unbalanced data are close enoughctmbdent that balancing the panel does
not induce a strong bias. As expected, the coefftodf variation in the unbalanced dataset is
higher for all variables except for the loans-teedgatio. The reason is that balancing drops
all banks which defaulted during the time periodsidered. That is, we exclude banks with
presumably high realizations in these risk measUres same reasoning explains the
differences in the measure of liquidity. Considgrihe descriptive statistics for total assets,
balancing reduces the degree of skewness in tlae Haits result is driven by the interplay of
merger treatment and balanciigrinally, Federal Funds purchased exhibits a higher
coefficient of variation in the balanced panel sime exclude very small banks which are in
general less active in the interbank market.

For our factor model to provide a good descriptibthe data, there needs to be a strong
factor structure among the series included, i&ofa can be accurately estimated if the series
strongly commove (Boivin and Ng 2006). We thus ssd$e what extent the different types of
banking variables (risk, return, lending) are clae. Table 3 shows the correlation
coefficients between the medians of the four vdemblhe medians are, in general, highly
correlated. Only return on assets is rather loossted to the other variables. When
removing banks’ return on assets from the samep#aylts for the other variables are not
affected. We next examine to what extent bankseda¢ed. Table 4 shows the variance shares
explained by the first 10 principal components astied separately from bank-level datasets
associated with each of the four variables. Thietedveals that there is strong comovement
among banks for all banking variables.

14 This interplay of merger treatment and balanciimgirates some of the largest banks in the U.8gesi
especially very large banking institutions mergethwther banks (or became large due to mergemglthese
years. This drawback of our data treatment proeetuour main concern. To check the robustnessiiof o
results, we conducted the analysis without memgatient but a careful outlier treatment only. Tégults are
qualitatively the same.
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Finally, we account for specific regional develomtseby including regional dummies in the
cross-sectional regressions of banks’ exposureatraeconomic factors (Section 5.3). An
alternative approach would be to directly modelaergl aspects by decomposing bank-level
variables into nation-wide, regional, and bank-#mecomponents (Kose et al. 2003, Mdnch
et al. 2009, Beck et al. 2009). To test how relévagional factor are, we separately extract
factors from risk, return, and loans to asset sagigssociated with each region. We then pool
the factors and estimate the first few principahponents from the pooled set. These factors
are highly correlated with the principal componesgmated directly from the entire dataset.

4 The FAVAR methodology

We start from a small-scale macroeconomic VAR maedeth includes GDP growthAy, ),
the GDP deflator inflation&p, ), the Federal Funds ratdf, ), and real asset price (house
price Ahp, and stock pricéAsp ) inflation as endogenous variables. These variedtebe
summarized in aM (= 5)x 1-dimensional vectoG, =[Ayt Ap, Ahp, ffr, Asp]. GDP growth,

inflation and an interest rate represent the stahliack of variables included in
macroeconomic VARs (Schorfheide and Del Negro 28@&rsman 2005, Christiano et al.
1996), fewer studies include also assets pricesch a VAR (Jarocinski and Smets 2008,
Bjgrnland and Leitemo 2009, Bjgrnland and JacoR€68).

We augment the vectds, with a set of “banking factorsB, which yields ther x1-
dimensional vector oF, :[Gt "' B ] "wherer —M x1 is the dimension of the vector of
banking factors. The vector of banking fact@s=[b, L h_,]" is unobserved and needs
to be estimated, as will be explained below.

We model the joint dynamics of macroeconomic vaealand banking factors as a VAR]
process:

A(LF, =c+Pw, 1)
where A(L)=1-AL-...—A L" is a lag polynomial of finite orderp, c comprises
deterministic terms’ and w, is a vector of structural shocks which can be veced by
imposing restrictions o .

Let the elements of, be the common factors driving tiéx1 vector X, which summarizes

our four banking variables, i.e. loans to assaig;merforming loans to total loans, return on
assets, and equity capital to assets, of 2,73#ithahl banks. To assess the impact of

15 . .
We include constants and linear trends.
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macroeconomic shocks on the “average” bank weiatdode in X, the medians of the four
banking variable$® Hence, the cross-section dimensiomNiss 10,944 (= 2,7344+4).

It is assumed thaX, follows an approximate dynamic factor model (Badl&Ng 2002, Stock
and Watson 2002):

X, =N'F+5, o

where=, = [flt A th]' denotes a\ x1 vector of idiosyncratic componeritsThe matrix

of factor loadings/A :[/l1 L /]N] has dimensiomxN andA,,i =1,...,N are of
dimensionr x1. Typically, r << N . Common and idiosyncratic components are orthdgona
the common factors are mutually orthogonal, andsighcratic components can be weakly
mutually and serially correlated in the sense cdi@berlain and Rothschild (1983).
Equations (1) and (2) represent a FAVAR model astdeeen introduced by Bernanke et al.
(2005)*8

The model is estimated in five steps. First, theatision ofF;, , i.e. the number of common
(latent and observable) factorsis determined to be 8, which explain about 70 getrof the

variation in the banking data and thus represen¢éasonable degree of comovement between
the banking variables.

Second, the latent factors summarizedjnspan the space spannedmyafter removal of

the five observable factor8, is estimated as follows. We extract the firsprincipal
components fronX, and summarize them iﬁ . Next, we estimate a regression of the form
G, :yIA:t +¢ wherey is of dimensionM xr . B, is then estimated aét :?Dﬁ wherey,, is
the orthogonal complement §f. The matrix of factor loadingé is estimated by an OLS

regression ofX, on [Gt' B, ']'.19

Third, a VAR(1) model is fitted to[Gt ' Et ] '. The lag length ofp =1 is suggested by the

Schwarz information criterion.

1870 save time and capacity, we will compute conficebands only for these median variables butfagilis
on point estimates for individual banks’ respons&snt estimates of median impulse response funstéwe
very similar to point estimates of impulse respdissetions of the median bank.

7 Note thatr can contain dynamic factors and lags of dynanttofa. Insofar, equation (2) is not restrictive.

18 Bernanke et al. (2005) are interested in a mopgialicy shock and include the Federal Funds raténa only
observable in the FAVAR. Our model most closelyerables the one used in Eickmeier and Hofmann (2009)
which models a set of latent financial factorsraated from a large set of asset prices, interéss @nd spreads,
and non-financial sector balance sheet items.

¥ bue to the very large cross-section, we do nddo¥oBoivin and Giannoni (2008) who suggest remowimg
observable from the set of latent factors basedmiterative procedure. One difference betweemtheedure
used here and the one used in Boivin and Gian2@@ig) is that the our procedure yields latent fectehich
are orthogonal to the observables whereas the mhdéh8oivin and Giannoni procedure yields latemtdas
that can be (weakly) correlated with the obsenable
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Fourth, we (loosely) identify macroeconomic (anthficial) shocks via a Cholesky
decomposition of the covariance matrix of the redlior VAR residuals. We impose the
following ordering:Ay, — Ap, — Ahp, - B, - ffr, - Asp,. We label the shocks GDP

shocks, price shocks, house price shocks, “bardtiogks” (i.e. the Cholesky shocks to the
banking factors), monetary policy shocks, and sfmate shocks.

The ordering implies that GDP and prices (aggrepates and real house prices) do not react
contemporaneously to financial and monetary shogkgh is fairly standard in SVAR
studies. GDP and aggregate prices react with g diellacuse price movements (e.g.
Jarocinski and Smets 2008). Moreover, we allowntlb@etary policy instrument to respond
contemporaneously to all but stock price shocksgeging the policy instrument below the
banking factors is probably the most controvensatriction. Reasons for sluggish
adjustment could be the need to renegotiate egistintracts or close customer relationships
that banks do not want to interrupt. Consistenhwhis assumption, the empirical banking
literature finds that interest rate spells of baales sticky and do not react quickly to market
interest rates (Berger and Hannan 1991). By imgotiis restriction, we follow most of the
SVAR literature which models macroeconomic and bajnkariables together (Ciccarelli et
al. 2009)*° In future work, we plan to assess the robustneesrmresults with respect to the
ordering of the Federal Funds rate eﬁ?}d Stock price inflation is ordered last which is

implied by the fact that we use stock prices mess$at the end of the quarter.

In the fifth and final step of the estimation, adeihce bands of the impulse response
functions are constructed using the bootstrap-hibetstrap technique proposed by Kilian
(1998). This technique allows removing a possilées n the VAR coefficients which can
arise due to the small sample size. The humbeoatlskrap replications equals 1,000. Notice
that, sinceN >T , we neglect the uncertainty involved with the éaastimation, as
suggested by Bernanke et al. (2005).

5 Empirical Results

We organize the presentation of our empirical tesalbng our three main questions.

First, what is the role of macroeconomic shockgHtierbanking sector? To answer this
guestion, we focus on a “representative” (mediamkiband assess the dynamic transmission
and the importance of different macroeconomic shdokbank risk, return, and lending
based on an impulse response analysis and a foexoaisvariance decomposition.

Second, what is the role of the banking sectotfermacroeconomy? We assess the
contribution of banking shocks to the variatiomwdcroeconomic variables based on variance

20 Bernanke et al. (2005), in contrast, assume tleglittaggregates are fast-moving variables witheesto the
monetary policy instrument.
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decompositions. Moreover, we plan to carry out @nterfactual experiment to quantify the
role of the banking sector for the transmissiomatroeconomic shocks. This allows us to
quantify the degree of procyclicality of the barnksector.

Third, what are the sources of heterogeneity adsasks? How important are idiosyncratic
shocks compared to the asymmetry in the propagaficommon shocks to individual

banks? Which bank-level features affect the expoetibanks to macroeconomic factors? To
answer the latter question, we will use the riasssrsectional information contained in our
dataset and explain banks’ exposure to macroecarfactors in bank-level regressions.

5.1 What is the Role of Macroeconomic Shocks for thekidg Sector?

Before responding to the first question, it is us&h have a look at how macroeconomic
shocks are transmitted to macroeconomic variabigsire 1 presents impulse response
functions of GDP, the GDP deflator, the Federaldaurate, house and stock prices to GDP,
price, monetary policy, and asset price shockssisv median responses together with one
standard deviation confidence bands to shockseo$itte of one standard deviation. After a
GDP shock, GDP rises permanently and the GDP defialis. The shock thus resembles a
supply shock. Unexpectedly higher prices dampena@wodic activity. The monetary authority
reacts by raising interest rates. An expansionamgetary policy shock leads to persistent
increases in prices and economic activity. An ueeigd increase in real house prices triggers
an increase in general prices, but has only a4ivet positive impact on GDP. After about
two years, GDP declines. Unexpectedly higher spraes have no significant impact on
GDP. While house prices react significantly, slstpyy and persistently to macroeconomic
shocks, stock prices tend to respond more quiakdlyia a short-lived mannét.

To assess the dynamic transmission of macroecon@mitasset price) shocks to the banking
sector, we look at impulse response functions @tiedian bank (Figure 2). Risk, measured
through the ratio of non-performing to total loates)ds to decline following expansionary
shocks (i.e. shocks that increase GDP), includingetary policy shock& Hence, for the
median bank, there is no evidence for the riskagkihannel. After asset price shocks, the
negative effect peaks on impact and vanishes rqthiekly (after roughly two quarters). By
contrast, the response of risk is delayed after GibPe and monetary policy shocks and
more persistent following the latter shocks. Theleation of the capital-asset ratio tends to
mirror-image the evolution of the non-performingoratio in qualitative terms. This is not
surprising. Better capitalization of a bank is asst@d with a lower risk of default. Hence, the
capital-asset ratio should be inversely relatetsta

2L An exception is the reaction of stock prices tastary policy shocks which is rather delayed andiptent.

22 An exception is the positive risk impact respotwsprice shocks. Our price shocks are contractiorince
our model is symmetric, an expansionary price shdaikh lowers prices and raises output has, unlhikeother
expansionary shocks, a negative impact effectsi ri
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One objection to our analysis could be that botim-performing loans and the capital asset
ratio, are balance sheet indicators of risk whighhtnreact sluggishly to changes in the true
underlying risk compared to more market-based nreasilso, the non-performing loans
ratio primarily measures valuation changes fortamiging loan contracts. For these, and in
particular for flexible-rate contracts, a monetkmysening should indeed lower rigi.our

data, we cannot identify to what extent changdeans are due to valuation changes on
existing loans or changes on the risk of new cseukiing granted® Altunbas et al. (2009),

for instance, find that risk of new credits risé®ma monetary policy loosening and that the
risk-taking channel is particularly important tlemger interest rates have been held low. We
do not control for the duration of a particular retary policy shock but consider “average”
shocks over the entire sample period. For thesmnsa our results probably understate the
risk channel of monetary policy. In future workpibuld be interesting to test the robustness
of our findings using more market-based measureslksuch as CDS spreads.

Figure 2 also reveals that the responses of baekg’ns are generally positively correlated
with the responses of the Fed Funds rate, alththegmagnitude and timing of the effects
differs. The correlation between banks’ risk andime tends to be negative after all but GDP
shocks. The risk-return correlation after a houseepshock somehow varies with the
horizon.

Finally, loans to assets tend to increase aftenalansionary shocké as predicted by theory,
although the impact effect is negative for suppigl atock price shocks. Also, the persistence
and dynamics of the effects differ. The positivieetf of all but monetary policy shocks
quickly evaporates whereas it lasts longer for nemyepolicy shocks. The medium-term
lending response to house price shocks is negdtheereason could be a negative demand
effect as reflected by the negative GDP impulsparse function at medium horizons as a
consequence of a negative wealth effect for hoeiseers.

Table 5 shows the forecast error variance decortiposMacroeconomic (and asset price)
shocks together explain 37 percent of return oatas89 percent of the non-performing loan
ratio, 27 percent of loans-to-assets, and 19 peafeéhe degree of capitalization of median
banking variables in the short run (the one-yesedast horizon). These numbers increase for
all variables by about 5-10 percentage pointsémntiedium run (the five-year horizon).

House price shocks play the most important roleigdand returns; GDP shocks account for
the greatest share of the variation in loans tetas3able 5 also reveals that the idiosyncratic
(variable-specific) component is by far more impattthan common banking shocks, in line
with other micro-studies.

23 Note, however, that the positive response of #ptal-asset ratio points into a similar directioamely a
decrease in bank risk following a monetary expansio

24 An exception is again the insignificant loans-8sets reaction to price shocks.
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In sum, we find that macroeconomic shocks playratnieial role for (aggregate)
developments in the banking sector. Our findinggysst that bank risk for the median bank
falls following expansionary macroeconomic sho¢kathermore, the correlation between
banks’ risk and return depends on the underlyiroglsh

5.2 What is the Role of the Banking Sector for the Maconomy?

Table 3 also reveals that banking shocks are gquertant for macroeconomic variables, in
particular in the medium run. Banking shocks explaiughly one 1/10 of the forecast error
variance of the macroeconomic variables. For hpuses, this ratio is even higher

(18 percent). The short-term effects are much smatnging between 2 percent (GDP) and
9 percent (stock prices). The rather large shastaak prices is particularly remarkable.
Stock prices are generally known to move quite manoously, which is confirmed by the
small fraction explained by macroeconomic shockab(@ 5).

To what extent is the banking sector procyclical® iid that lending increases after
expansionary shocks and this could amplify theotgfef shocks on GDP. Ciccarelli et al.
(2009), for instance, find evidence on positiveeet$ of credit shocks on output. The decline
in risk we tend to find after expansionary shockabpbly could further amplify the effect of
the shocks on real activity. Christiano et al. @0énd Gilchrist et al. (2009) find that an
(unexpected) decline in risk raises real activitya next version of the paper we plan to
quantify the role of the banking sector as an dineplof macroeconomic shocks by carrying
out a counterfactual experiment. We compare thailiseresponses presented above with
impulse responses from a model where we haveldetdback coefficients from the banking
factors ét to the macroeconomic variables to zero.

5.3 Heterogeneity of Banks

In our set-up, bank heterogeneity has two dimessibinst, there may be a substantial
idiosyncratic component in bank-level developme8trond, banks may respond differently
to the common shocks.

5.3.1 Idiosyncratic Shocks versus Asymmetric Transmissio@ommon Shocks

Figure 3 shows the dispersion of idiosyncratic amhmon components of individual banks’
risk, return, and lending for the sample periodtéNibat changes in the dispersion of the
common component over time are driven by the cmgnigglative occurrence of common
shocks since the factor loadings are constanttaower Generally, the dispersion in the
idiosyncratic components of non-performing loart®rand returns on assets exceeds the
dispersion of the common components. For thesalas, heterogeneity is mainly due to
idiosyncratic shocks. For the loans-to-assets hadapital-to-assets ratios, dispersion across
idiosyncratic components and common componentksrsughly equal importance. An
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interesting pattern that is apparent from Figure &so that the standard deviation of the
common components is relatively large at the beggand the end of the sample suggesting
that over these periods the banking sector wasylgommon (macroeconomic and/or
banking) shocks that triggered more heterogenezsmonses than other common shocks
which seem to have been more present at the maddiee sample.

To assess to what extent some common shocks aeaspmmetrically transmitted than
others we show in Figure 4 (th® # 95" quantiles of) impulse response functions of
individual banks The charts reveal that GDP, price, and house phioeks tend to trigger
more heterogeneous responses than monetary polstgak price shocks. This may explain
why, in the middle of the sample period, which banassociated with the dotcom bubble and
very volatile stock markets, dispersion across comoeomponents was relatively low.
Interestingly also, although risk has been showovalto decline on average (i.e. for the
median bank) in response to a monetary policy loiogg Figure 4 shows that risk indeed
rises for a large fraction of banks. The non-peniog loans ratio rises for 33 percent and 30
percent of the banks, and the capitalization mdiclines for 41 percent and 37 percent of all
banks at the one- and the two-year horizon, resagt

Overall, a substantial fraction of heterogeneityhi@ banking sector can thus be explained —
as in any micro-dataset — by idiosyncratic shoklk®vever, asymmetric transmission is
almost equally important. The next subsection skigddson which bank-level features can
explain different exposure to common macroeconahacks. While no evidence is found
for the existence of the risk-taking channel onrage over all banks, risk increases after a
monetary policy loosening for a discernible shaoeighly one third) of all banks.

5.3.2 Which Bank-Level Features Affect the Exposure ohl&ato Macroeconomic
Factors?

In a next step, we analyze whether banks’ resptinsecroeconomic shocks differs across
banks of different types in any systematic wayldwaing previous literature, we focus on
banks’ size, internationalization, liquidity, commtedness with other banks, riskiness (non-
performing loans and capitalization), and a futl&feregional dummies (unreported) (see also
Ssection 3f° These bank-level variables are averages overthels period.

We use individual banks’ impulse response functi@me- and the two-year horizons) as well
as factor loadings as left-hand side variablesr&ssipn results for the loadings are most
likely comparable to results from the previous amopl literature which looks at the effects

of “reduced-form” constructs (such as our obsemddttors) on risk. We focus (for now) on

25 We show the Bto 95" quantiles instead of impulse response functiongddter visibility. In charts with
impulse responses of all banks, the scaling is dated by outliers. Moreover, we do not obtain aeasment
of the frequency with which banks fall into certaamges of impulse responses.

%8 | a next version of our paper we plan to consgi@ilarity of banks’ portfolios as an additionatdrminant.
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the reaction of non-performing loans ratio as asueaof risk and the loans-to-assets to
monetary policy. We normalize signs of the loadiagsociated with the Federal Funds rate
for the median bank to represent a monetary expankeast absolute deviations regressions
are used which are more robust with respect toessittompared to ordinary least squares.
These regressions allow us to interpret resultglasive to the response of the median b&Enk.
We carry out bivariate and multivariate regressigosccount for multicolinearity). Because
the results are qualitatively similar, we reportyathe multivariate regression results in Table
6. We plan, in the next version of the paper, woaat in the cross-section regressions for the
uncertainty involved with the estimation of loadsrand impulse responses.

Size

From a theoretical point of view, we would expeazedo dampen the exposure of banks to
macroeconomic shocks. Diamond and Rajan (2006) &iayeed that smaller banks should be
more prone to risk-taking than larger banks becafis®ver net worth, lack of
diversification, and funding difficulties. Similgtlthe lending channel of monetary policy
should be less relevant for large than for smaikasince large banks find it less difficult to
resort to alternative sources of finance if fundogditions worsen. Moerover, according to
Farhi and Tirole (2000), banks increase their eMpo$ macroeconomic shocks in order to
make a (monetary) bail out more likely, i.e. thegnivto fail when a large number of banks
fails. One might conjecture that these incentivesgaeateceteris paribugor smaller banks
since larger banks have a larger probability tbdiéed out because of too-big-to-fail
considerations. In Zhang (2009), the exposure pk&& macroeconomic risks depends on
their ability to write state-contingent contraclfis ability may be positive correlated with
the size of banks, which would imply a lower expesof large banks to macroeconomic
shocks.

Overall, these considerations would suggest diffegs in the responses of large and small
banks to macroeconomic shocks. Our results doordirm this expectation. Although the
coefficients have the expected sign, i.e. sizegatively/positively related to the exposure of
lending/risk to a monetary policy tightening, wedino significant impact on factor loadings
or impulse response functions with regard to maygialicy (Table 6).

Liquidity

Generally, there is a positive correlation betwikgudity and the lending capacity of banks.
Since banks engage in maturity transformation arahte illiquid long-term projects with
liquid short-term funds (see, e.g., Diamond andaR&006), improved access to liquid funds
should increase lending. Improved access to lityid turn, could be the result of an
expansionary monetary policy. Also, banks shoudattrdifferently to monetary policy

%" The constant can be interpreted as the conditimealian.
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shocks. Banks with limited access to alternativeses of funding should react relatively
more to a given monetary policy shock than banksdhn easily substitute between different
Sources of funding. This ability is determined bg size of banks, their net worth, and the
degree of information asymmetries.

Consistent with this expectation, we find that idjty, as measured by the ratio of securities
to assets, has a negative and significant impath@exposure of loans to assets to monetary
policy, i.e. more liquid banks tend to expand leigdby less in response to a decline in
monetary policy rates than less liquid banks. Wid fio significant impact of liquidity on the
response of risk.

Internationalization

Next, we account for the fact that the degree w@frimationalization of banks could affect their
exposure to shocks. If shocks at home and abraaingerfectly correlated, then banks with
foreign affiliates should respond less to domestiacks than other banks because they have
an additional channel of diversification of riskt the same time, banks with foreign affiliates
may be able to take on higher risks at home buetaisk overal?® Our specification closely
follows Cetorelli and Goldberg (2008). These aushglrow that internationally oriented banks
have the potential to lay off domestic macroecomoshiocks through borrowing and lending
to their foreign affiliates. Hence, the exposuréndérnationally active banks to domestic
macroeconomic shocks should be smaller than thesexe for purely domestic banks.

We include in our regressions a dummy variable wismne if a bank has foreign affiliates
and zero otherwise. Our results show that intesnatibanks indeed show different responses
to monetary policy shocks than domestic baikdoncerning the impact of monetary shocks
on the non-performing loans ratio, we find a pesittoefficient on the international dummy.
The effect is, however, significant only for impeilsesponse functions at the two-year
horizon. Furthermore, internationally active bankange their loans-to-assets less in
response to monetary policy shocks than domestiksh&iven that, on average, lending
increases and risk declines following an expansiomanetary policy shock, the response of
international banks is thus muted. As regards lemahis would be consistent with the
findings in Cetorelli and Goldberg (2008).

%8 Note that we look at consolidated accounts of aiiméeadquarters and foreign affiliates. Sincedavaot
have information on the location of the foreignleffes, we cannot control for the correlation be¢w domestic
and foreign shocks.

29 Cetorelli and Goldberg (2008) consider large imational and large domestic banks. By including &izour
regressions we already control for size.

30 e have also followed Cetorelli and Goldberg @0fore directly by including an additional intetian
term between being international and liquidity, this term was insignificant.
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Connectedness

We measure linkages between banks using bankssargto the interbank market. Closer
linkages between banks can have two effects. Oorikénand, closer linkages allow banks to
insure against idiosyncratic shocks, thus lowerisk. On the other hand, closer linkages
should increase the exposure to macroeconomic shmckxposing banks to common shocks
hitting the financial system. In Allen and Gale @B), for instance, excessive liquidity shocks
are more likely to be contagious if banks are nobosely interlinked together via the
interbank market.

We find that banks which are more active on therlvank market lower risk by more in
response to monetary policy shocks. The effecband is insignificant. Recalling that
internationally active banks lower risk by lessrthie full sample, this result is consistent
with the prior that the domestic interbank markkeves banks to diversify idiosyncratic, but
not domestic macroeconomic risk. Internationalljnvacbanks, in contrast, can also diversify
domestic macroeconomic risk and thus react leisete risks.

Risk

Finally, we analyze whether bank risk affects taction of banks to monetary policy shocks.
We find no strong impact of the degree of the @digétion ratio. If anything, the responses
for better capitalized banks at the one-year harea@ stronger with regard to lending but
weaker with regard to non-performing loans.

Measuring the riskiness of banks through theirelodnon-performing in total loans gives
more clear-cut results. The impact of this variableegative for loans-to-assets, suggesting
that riskier banks increase lending by less folla@ monetary expansion. The coefficient on
the exposure of the non-performing loans raticeigative and significant as well (except for
the factor loadings), hence the more risky a brkmore risk falls. The interpretation would
be that risky banks shy away from expanding tfea@nlportfolios (and potentially
accumulating additional non-performing assets) ahthe same time, lower the total risk of
their portfolio.

Overall, the exposure of bank risk and lending tmetary policy shocks depends on the
riskiness of a bank and whether a bank has for&igrates or not. In addition, liquidity
matters for lending and the degree of capitalizaseems to matter for risk. Other
determinants such as a banks’ size or its conneessdwith other financial institutions do not
play a significant role.

6 Summary

In this paper, we use a FAVAR model to analyze liee#t effects between banks and the
macroeconomy, and we particularly focus on therbgeneous exposure of over 2,000 U.S.
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banks to macroeconomic factors. We make severdatibations to the literature, in particular
the recent empirical literature on the risk-takafgnnel of monetary policy: First, we model
dynamic responses by taking the endogeneity of sraerd banking factors into account.
Second, we allow for and exploit the connectiomieein banks and different banking
variables (unlike previous micro studies). Thireé (oosely) identify orthogonal
macroeconomic (and asset price) shocks to cleadgrdpose banks’ common risk into its
different sources, and we isolate these shocks fdaysyncratic risk at the bank level.

Our paper has the following main findings.

First, average bank risk measured through non-paifig loans to total loans and the capital-
asset ratio tends to decline following expansiorsgcks, including monetary policy shocks.
Results for individual banks, however, reveal titaut 1/3 of all banks raise risk after a
monetary policy loosening. In this sense, our tssarfle only partly in support of the risk-
taking channel of monetary policy. It should beeabthat our risk measures do not allow
distinguishing the riskiness of the outstandinglpartfolio and new loans. This may thus
understate the effects of expansionary shocksstrbecause the risk-taking channel operates
through increased risk of new loans.

Second, shocks that increase output are assoe@tedn increase in bank lending and are
thus in support of the lending channel.

Third, our results add to the microeconomic bankitegature studying the link between bank
risk and return. Typically, this literature doeg take into consideration that the underlying
macroeconomic shocks driving risk and return mightter. We find that the correlation
between the risk and the return of banks dependseounderlying shock and the time
horizon considered.

Fourth, there is a substantial degree of heteratyeinebanks’ risk developments. This
heterogeneity has two dimensions. As in any stuilygumicro-level data, we find a
substantial idiosyncratic component. In additioe, ean identify a further source of
heterogeneity, namely heterogeneous responses sathe shocks. This source of
heterogeneity is perhaps equally important. We maade an attempt to understand the
sources of the latter heterogeneity further. Oalyais has shown that the dispersion across
banks’ impulse response functions is smaller fonetary policy and stock price shocks than
for other (GDP, aggregate price and house pricegksh

Fifth, we study which bank-level feature can expldifferences in banks’ exposure to
monetary policy shocks. The median bank increaseding and reduces risk following an
expansionary monetary policy shock. Compared tartbdian bank, risky banks increase
lending by less and reduce risk by more. More ir@gonally oriented banks also increase
lending by less but reduce risk by less. Lendinmofe liquid banks is affected less. Other
factors, notably the size of a bank, do not plajgaificant role
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Our findings have important implications for regoly policy. Theoretical analyses have
suggested that tighter regulatory requirementsidhmeiestablished for banks with a larger
exposure to macroeconomic factors. Our results ghewdifficulties of implementing such
proposals as they reveal a substantial degreetefdgeneity of banks’ responses to
macroeconomic factors. The responses differ adrasks, and they differ with regard to the
macroeconomic factor considered. Moreover, ountfigdhat bank lending increases and risk
declines after expansionary shocks could imply th@tbanking sector amplifies the impact
on shocks on real activity. Countercyclical capitaffers as recently proposed by the BIS are
an attempt to counteract this feature. Finallghuld be kept in mind that international
diversification (which we have shown to yield tovier exposure to macroeconomic
(domestic) shocks) works only in the case of impertorrelation of domestic and foreign
shocks. This was not the case during the recebagfmancial crisis and this will not be the
case during future global downturns. Hence, intgonalization of banks alone does not
guarantee a muted shock impact on banks.

Overall, our results can thus be seen as a feptisto the direction of jointly modeling
dynamics of the banking sector and the macroecon@uyfindings suggest that these
feedback effects are relevant for both, understandiacroeconomic dynamics as well as the
responses of banks. At the same time, our findéhgsv the importance of future research to
provide deeper insights into the sources of thetsuitial bank-level heterogeneity that we
document. In addition, a caveat of our analysthas the FAVAR is a linear model. However,
non-linearities, e.g. in the reaction of banksdammon (macroeconomic and banking)

shocks, may be present in extreme situations ssiblasking crises. Our model has to be seen
as suitable to analyze macro-banking feedbacksamial” times. However, an extension to
allow for non-linearities would certainly be intstig to pursue in future work.
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8 Appendix 1: Data

Bank-level variables

Variable

Definition

Assets

Equity capital/assets

Interconnectedness

Internationalization

Liquidity

Loans/assets

Call report item rcfd21{ftal assets, gross)

Ratio of equity capital 1 oaport item rcfd321@total equity capital) o total
assets

Share of interbank borrowirigtal balance sheet. Interbank borrowing is
measured through the call report entry rcfd3@B&rag quarterly of federal fun
purchased and securities sold under agreementsgorchase.

Dummy variable indicating thkesence of foreign affiliates. Foreign affiliates
identified through a positive entry in any of thal ceport entrieslue to foreign
affiliates (rcon2941)due from foreign affiliategrcon2163)total loans of foreign
affiliates (rcfn2122) orC&lI loans of foreign affiliateg¢rcfn1766).

Share of securities in total assets. Pti01994Q1 our securities measure is
constructed as the sum of the call report entd&0B890(total investment
securities — book valug)cfd2146(total assets held in trading accounts)d
rcfd1350(federal funds sold and securities purchased uagdgreements to
resell) After 1994Q1 securities are defined as the suthetall report entry lines
rcfd1754(held to maturity securities, totalyfd1773(available for sale securities,
total) rcfd3545(trading assets, totalind rcfd135Qfederal funds sold and
securities purchased under agreements to resell).

Share of total loans - call repant iefd1400(total loans, gross) in total assets

Nonperforming loans/loans Share of total nonpenfog loans in total loans. Total nonperforming Isas

Return on assets

constructed as the sum of call report item rcfd1@@3al loans and lease finance
receivbles:nonaccrualind call report item rcfd1407gtal loans and lease
finance receivbles:past due 90 days or more aficasttruing).

Ratio of net income - call rejpem riad434Qnet income} to total assets.
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9 Graphs and Tables

Table 1: Theoretical Hypotheses on MacroeconomichBcks and the Risk and Return

of Banks
Angeloni / Faia (2009) Meh / Moran (2008) ZhangQQ)
Bank
Monetary| Tech- Asset | Monetary| Tech- | Monetary| Tech- capital
policy nology prices policy nology policy nology shock
Macroeconomy
Inflation + -- + + -- + - +
Output + + + + + + + +
Interest rates -- -- + -- -
Capital stock + + +
Banks
Banks' ROA -- -- +
Equity / assets -- -- - - - + +
Deposits / assets + + +
Loans -+ + +
Risk + + -- - - - - -
Banks net worth + +
Bank default rate - - -
Loan default rate - -

Notes: This Table summarizes the implications efdiscussion in Section 2.1. Columns (1), (2),a) mainly
based on the baseline impulse-response functioAsgeloni and Faia (2009) where the change in Haaks
corresponds to the investment response, and thkcatipns for the capital-asset ratio are the iseeof the
response of the deposit ratio. The qualitative ltegar banks’ returns are identical for returnassets (used in
the theoretical model) and return on equity (usedhie empirical model). Our proxy for banks risloifn
performing loans / total loans) is positively cdated with the probability of a bank run, whichthe theoretical
measure for bank risk. The signs reported belowe ghe impact effects. Details on the calibratiord an
underlying assumptions are given in the origingigra
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Table 2: Descriptive Statistics
Balanced Panel Unbalanced Panel
Median | CO€f- of 5" 4 95" Median | CO€f- of 5" 43] 95"
variaton |perentilepercentile variation|percentilgpercentile

Non-performing loans / loans 0.74 1.28 0.08 3.91 680. 1.53 0 4.03
Equity capital / assets 9.74 0.32 6.85 16.92 9.16 410 6.41 16.48
Return on assets 121 0.88 0.27 2.29 1.14 142 9-0.1 225
Loans / assets 59.37 0.26 29.91 79.84 62.25 0.25 .9831 82.85
Assets (2005 $ millions) 100.67 8.1 40.76 500.42 2.38 15.91 34.73 1120.78
Liquid assets / assets 31.53 0.47 10.08 61.58 28.180.53 6.49 58.86
ng;rsa' funds purchasedto 405 586 000 652 007 2.65 000 847
Number of banks 2,734 13,375

Notes: The difference between the balanced andutiblanced panel stems from the fact that we egrclud
observations with (i) negative or missing valuest@ial assets, (ii) negative total loans, (iiij)sebvations with
loan to assets ratios larger than one, (iv) obsiemnva with capital to asset ratios larger than arel (v) banks
with gross total assets below $25 million. Bankschithave been involved in mergers are excludededls w
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Table 3: Correlation Between Median Banking Varialtes

Preliminary version!

Non-performing

Equity capital / Return on Lodns
Loans / loans assets assets assets
Non-performing loans / loans 1.00
Equity capital / assets -0.75 1.00
Return on assets -0.13 0.07 1.00
Loans / assets -0.75 0.64 -0.38 1.00
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Table 4: Cumulated Variance Shares Explained by th First 10 Principal Components
calculated from datasets associated with individuabanking variables

Non-performing Equity capital / Return on Loans /

Loans / loans assets assets assets
1 0.22 0.29 0.25 0.30
2 0.33 0.45 0.38 0.44
3 0.42 0.54 0.47 0.53
4 0.49 0.61 0.53 0.60
5 0.54 0.66 0.58 0.64
6 0.58 0.70 0.61 0.67
7 0.61 0.73 0.64 0.70
8 0.64 0.75 0.66 0.72
9 0.67 0.77 0.68 0.74
10 0.69 0.79 0.70 0.75
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Table 5: Forecast Error Variance Decomposition

Preliminary version!

GDP
GDP deflator

House price
Federal Funds rate
Stock price

Non-performing loans/loans
Equity capital/assets
Return on assets
Loans/assets

GDP

GDP deflator
House price
Federal Funds rate
Stock price

Non-performing loans/loans
Equity capital/assets
Return on assets
Loans/assets

GDP

0.84
0.02

0.02
0.21
0.07

0.03
0.02
0.10
0.17

0.46
0.08
0.06

0.17
0.04

0.04
0.02
0.10
0.15

Price

0.03
0.80

0.06
0.18
0.02

0.09
0.06
0.10
0.01

0.09
0.53
0.24

0.16
0.03

0.09
0.06
0.09
0.01

House Monetary
price policy
1 year horizon
0.02 0.05
0.07 0.01
0.83 0.02
0.21 0.26
0.02 0.02
0.24 0.01
0.10 0.01
0.17 0.00
0.07 0.00
5 year horizon
0.16 0.08
0.12 0.05
0.34 0.08
0.27 0.19
0.08 0.04
0.27 0.02
0.16 0.01
0.25 0.01
0.11 0.01

Stock Commadiosyn-

price  banking cratic
0.01 0.02 -
0.01 0.04 -
0.00 0.03 -
0.02 0.05 -
0.68 0.09 -
0.01 0.04 0.56
0.00 0.04 0.76
0.00 0.04 0.56
0.02 0.04 0.67
0.01 0.09 -
0.01 0.13 -
0.01 0.18 -
0.02 0.11 -
0.58 0.10 -
0.01 0.08 0.49
0.00 0.08 0.66
0.01 0.08 0.43
0.02 0.06 0.61

Notes: The forecast error variance of the bankariables refers to the median bank.
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Table 6: Regression Results

Loans / assets Non-performing loans / loans

Loadings| IRF, 1yr| IRF, 2 yrs. Loadingé IRF, 1 yi IRF, 2 yrs.

Size -0.003 -0.010 -0.005* 0.005 0.000 0.000
(0.007) (0.010) (0.003) (0.005) (0.001) (0.000)

Liquidity -0.337*** -0.680***  -0.150*** 0.018 -0.003 0.004
(0.048) (0.065) (0.017) (0.031) (0.008) (0.003)

Internationalization -0.093* -0.128* 0.038** 0.063* 0.012 0.008**
(0.053) (0.070) (0.019) (0.032) (0.008) (0.003)

Connectedness 0.133 0.246 -0.068 -0.171* -0.034  -0.020**
(0.149) (0.218) (0.058) (0.100) (0.026) (0.009)

Capital-to-asset ratio 0.003 0.005* 0.001 0.000 0.001** 0.000
(0.002) (0.003) (0.001) (0.001) (0.000) (0.000)

Non-performing loans / loans-0.015***  -0.029*** -0.004* -0.004 -0.008***  -0.002***
(0.006) (0.008) (0.002) (0.004) (0.001) (0.000)

Constant 0.152 0.326**  0.101*** -0.035 -0.004 0.001
(0.098) (0.131) (0.035) (0.063) (0.016) (0.006)

Number of banks 2,734 2,734 2,734 2,734 2,734 2,734
R2 (from OLS, robust) 0.10 0.13 0.13 0.06 0.06 0.06

Notes: This Table presents results from quantigessions at the sample median. The dependenbleaitathe
exposure to monetary policy ( = (normalized) loadiror impulse response functions) for risk (norfgreming
loans/loans) and loans/assets. Explanatory vasaie banks size (log of the volume of assets)odimer bank
characteristics as defined in Section 3.2. Intéonatization is a 1/0-dummy indicating whether aegi bank has
foreign affiliates, connectedness gives the volwiEederal Funds purchased. A full set of regichahmies is
included. *** ** * = significance at the 1%, 5%4,0%-level. Standard deviations are in parentheses.
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Figure 1: Impulse Response Functions of MacroeconamFactors
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Notes: We show the median and the one standardta®viconfidence bands.
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Figure 2: Impulse Response Functions of Median Bairkg Variables
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Notes: We show the median and the one standardta®viconfidence bands.
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Figure 3: Cross-Sectional Standard Deviation of Baks’ Common and Idiosyncratic Components
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Figure 4: Impulse Response Functions of IndividuaBanks (5th to 95th Quantiles)
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Notes: Point estimates of impulse response funstiorone standard deviation shock.



