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Abstract

The increase of the share of renewable energy in total energy pro-
duction is a stated goal of environmental and industrial policy in many
developed countries. Governments adopt regulation to support the invest-
ment into renewable energy infrastructure, in particular in power gener-
ation. Two main policy instruments emerge: renewable quotas and feed-
in-tariffs. Quota systems, such as the British ROCs, oblige an electricity
producer to certify that a fixed share of his electricity is ’green’, i.e. gen-
erated from renewable sources. Feed-in-tariffs, such as the German EEG
tariffs, guarantee a certain, fixed price for ’green’ electricity, depending
on the technology. The decisive difference between the instruments is the
allocation of price risk. The paper presents a real option framework to
study the effect the instruments on investment and innovation of renew-
able energy plants. The modelled is calibrated on data for German Wind
power plants. We find that the propensity to invest is higher under a quota
system. So the presence of price risk spurs technological innovation.
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1 Introduction

Renewable energy is one of the core issues in the European energy policy debate.
There is today broad support among policy makers for the goal of increasing the
share of renewable energy in the European energy mix. Most visibly, European
leaders have included a renewable target in their climate policy goals: They are
supposed to cover 20% of primary energy consumption by 2020. While there is
near-consensus on this goal in the policy arena1, opinions differ on how to achieve
it. Consequently, a recent EU directive on renewable energy (2009/28/EC) calls
for national renewable energy action plans and sets national targets rather than
introducting a uniform renewable policy across the EU. In this paper, we will
focus on electricity generation.

Clearly, at current costs, electricity generation from renewable sources is not
competitive, and so market intervention is necessary to achieve the renewable
quotas (a notable exception is hydro power, which has, however, little potential
for further development). Governments across the EU have thus introduced
different policy instruments to increase installed capacity and speed up market
maturity of renewable energy.

These policy instruments fall into two categories: quota systems and feed-in
tariffs. A quota system has been introduced, for example, in the U.K.2. Un-
der the rules of this system, electricity companies have to ensure that a fixed
quota of the electricity they sell is generated from renewable sources. They are
not obliged, though, to produce this electricity themselves: Eligible renewable
energy plants receive so called Renewables Obligation Certificates (ROC) corre-
sponding to the amount of electricity they produce. The ROCs are then sold in
a certificate market so that any electricity supply company can fulfill its quota.
For renewable energy plants, there are thus two sources of revenue, stemming
from the sale of electricity and the sale of certificates.

Other countries, such as Germany, have opted for feed-in-tariffs instead 3.
Under this system, the electricity generated from renewable energy is sold to
power supply companies at a fixed minimum price (e.g. in the case of on-shore
wind energy, 9.1 c/KWh in the first five years of operation and at 6.19 c/KWh
for further 15 years). The additional cost for renewable energy is covered by a
proportional charge on electricity consumption.

While ROCs represent a market based instrument that at least in theory
should be able to achieve its goals more efficiently than command-and-control
instruments such as feed-in-tariffs, in practice ROCs quotas often fail to be met
and companies prefer to pay a fine than buying ROCs. Butler and Neuhoff
(2004) suggest that judging from the size of installed and generating capacity
for on-shore wind energy in Germany and the UK, feed-in-tariffs seem to have

1Some economists have critized the goal, e.g. Frondel et al. (2008).
2Quota systems for the promotion of renewable electricity has been established in thirteen

U.S. states, as well as in Japan, Italy and Australia (cf. the overview by Sawin, 2004, as well
as Butler and Neuhoff, 2004).

3Feed-in-Tariffs are also used in Spain, France, Austria, Denmark, Portugal and South
Korea.
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been more effective than ROCs in increasing the proportion of renewable energy
in the energy mix. One of the hypotheses advanced in the literature supporting
Butler and Neuhoff suggestion is the different impact these systems have on the
amount of uncertainty surrounding investor decisions in the renewable energy
sector. Mitchell et al. (2006) argue, for example, that the German feed-in-
tariff system is ”ore effective at increasing the share of renewables than the
England and Wales RO because it reduces risk”, in particular the downside
risk of investment in renewable energy generators more effectively. In their
line of argument Mitchell et al. assume that reducing risk is a key factor in the
effectiveness of a policy instrument trying to increase investments in a particular
sector.

In this paper we present a model to compare quota systems and feed-in-tariffs
and to study the argument by Mitchell et al. (2006). Our focus is on invest-
ment and innovation. While a number of environmental concerns are brought
forward in the political debate on renewable energy, the major economic argu-
ment in favor of renewable energy support is the promotion of innovation: An
early adoption of renewable energy in the energy supply chain speeds up techno-
logical development, so the argument goes, leading to earlier market maturity.
While classical economic theory is not in line with this view of the govern-
ment’s role in innovation activities4, many economists today see some role of
the government in research and development, and some in subsequent innova-
tion. Since benefits from inventions and innovations are not fully appropiable
due to spill-over effects (Grilliches 1979), private R&D expenditures are likely
to be insufficient in welfare terms and should therefore be complemented by an
R&D policy. Direct subsidies to an innovative industry can be justified under
the ”Learning by Doing” paradigm (Arrow, 1962, Young, 1993).

As pointed out by Mitchell et al. (2006), the central difference between
a quota system and a feed-in-tariff is the allocation of (price) risk. Under a
quota system, the owner of a renewable energy plant is exposed to price risks
on electricity wholesale markets and on the market for green certificates. Under
a feed-in-tariff, the price risk is eliminated. In this paper, we present a real
option model to study the effect of QS and FiT on investment in innovation
in a renewable energy plant. Real option theory has been developed in the
last two decades to evaluate investments under uncertainty and irreversibility.
Its application requires investments decision to be associated to irreversible
effects (such as sunk costs associated to capital investments, irreversible effects
on ecosystems etc.) to be characterized by uncertain future payoffs and by
flexibility in the investment timing (cf. Dixit and Pindyk 1994). Our model
focusses on the innovation decision problem by the owner of a renewable energy
plant given the price risk he faces under the alternative policies.

In our empirical application we will focus on the case of wind energy power
4According to the traditional view, it is the scarcity of input factors rather than a govern-

ment subsidy that drive invention and innovation efficiently. ”A change in the relative prices
of the factors of production is itself a spur to invention, and to invention of a particular kind
- directed to economizing the use of a factor which has become relatively expensive.” (Hicks,
1932)
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plants. In doing so we follow Butler and Neuhoff (2004), who use descrip-
tive statistics combined to developers’ interview to compare the effectiveness
of renewable obligation certificates and feed-in-tariffs. The authors find that
deployment of renewable energy is higher under feed-in-tariffs than under re-
newable obligation certificate and that suggest that the resource-adjusted cost
to society of the feed in tariff is lower than the cost of the ROC. However, their
calculation is based on available data and does not capture the impact of reg-
ulation on innovation. Their suggestion to adapt the feed-in-tariff regularly to
(reported) lower production costs ignores the possibly detrimental feed-back ef-
fect on the implementation of new technological kit. Kildegaard (2008) develops
a theoretical framework showing that the liquidity problems of ROC markets
may be due to the presence of low-fixed cost technology competing against high
fixed-cost technologies in the certificate market. In contrast our study focusses
on the role of price uncertainty and irreversibility on innovation in renewable
energy plants under different regulatory regimes.

Our results are in some contrast to the view put forward by Mitchell et al.
(2006). We show that the propensity of a wind plant owner to renew his plant
is actually higher under a quota system. This is due to a lock-in effect: Given
the security of fixed prices, there is less pressure to adopt the latest technology.
Wind plant owners that face the price risk are more likely to innovate to capture
the extra rents.

The rest of the paper is structured as follows: Section 2 introduces the model
and formalizes the notion of the two policy regimes. The calibration is presented
in section 3. Section 4 describes the results of the numerical exercise, section 5
concludes.

2 Model

Motivation In this section, we present our modelling framework for invest-
ment into a renewable energy plant. It is a discrete dynamic programming
problem with infinite time horizon. There are four state variables, which are
introduced below, and one (discrete) control variable depicting the investment
decision. The model is set up to capture the decision of a single investor to
renew his renewable energy plant under uncertainty about the electricity price
and the price of capital. Our ultimate aim is to study the propensity to innovate
under two stylized policy regimes: the feed-in-tariff (FIT) and the quota system
(QS). They are distinguished by the way they influence the price of electricity.
Whereas the owner of a renewable plant faces a certain and foreseeable price
path for his sales of electricity under FIT, the price is volatile under ROC. The
notion of the policies will be formalized below. The second source of uncer-
tainty in our model concerns the cost of capital. When deciding to invest into
a new power plant, the owner has to take into consideration uncertainty about
future revenues as well as opportunity costs (or benefits) that arise from price
reductions (or increases) of capital.
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State Variables To make the problem interesting, we model the two price
uncertainties as Markov processes:

Pe is the current electricity price and a Markov state variable5

P ′
e = αe + βePe + µe, (1)

where µ is an i.i.d. stochastic shock variable with mean zero.

Pk is the current price of capital and also a Markov state variable

P ′
k = αk + βkPk + µk, (2)

with ε being an i.i.d. stochastic shock variable with mean zero, too.

Since we intend to model the influence of technological progress on the in-
vestment decision, we introduce both the age A of the plant and the state of
employed technology6 T as two deterministic state variables. As we assume a
finite lifetime m of the plant, the value m − A indicates the remaining time of
operation. We set A = 0 and T = 0 when the lifetime is expired and the plant
is out of operation; other than that age increases by 1 each period. The state
of employed technology T translates into the technical efficiency of the plant
with a function f(T ) such that f(T )Q gives the electricity produced, where by
Q we denote the primary energy input, e.g. wind or water flow. The function
f is increasing, f ′ > 0, reflecting technological progress. Technological progress
is deterministic in our model. We assume Q to be fix for simplicity’s sake, a
possible extension would allow for Q being stochastic. This setup yields the
following current profit function of the investor

π = (P − c)f(T )Q,

where c denotes unit operational costs. We thus assume that the plant
operates under a constant returns to scale technology, this assumption can,
however, be modified easily.

Control Variable We now introduce the investment decision. The owner of
a plant has to decide whether or not to adopt a new technology, incurring the
cost of the new investment and renouncing profits with his current technology
(note that the latter are limited to the remaining lifetime of the plant). His
choice is captured by the discrete control variable u

u =
{

u = 1 : adopt
u = 0 : non − adopt

The control variable enters both into the objective function and the laws of
motion of the deterministic state variables age A and technology T .

5Here and in the sequel, we denote the forward time shift by a dash.
6By the term ”employed technology” we refer to the technology installed as distinguished

from available technology.
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Objective function The objective function is the current profit minus the
cost of an investment if it occurs. It thus mimicks the one period balance sheet
of the investor:

π(Pe, Pk, T, u) = (Pe − c)f(T )Q − Pku (3)

Here T stands for the current state of technology. Any investment comes
into effect with a time lag of one period, which is modelled by the effect of the
choice u = 1 on T . The effect is captured by the laws of motion for A and T .

The law of motion for A is straightforward:

A′ =

 1 : u = 1
0 : u = 0, A = 0
A + 1 mod m : u = 0, A 6= 0

(4)

Any decision to invest sets the age of the plant to 1 - this explains the first
case. Recall that A = 0 refers to the case where there is no plant. This state is
left unchanged if there is no new investment and thus u = 0 - this explains the
second case. If there is a plant and the owner decides against reinvestment, it
grows older by 1 until the maximal age m is reached - this explains the third
case.

The law of motion for T requires some more explanation.

T ′ =

 T : u = 0
T + m : u = 1, T = 0
T + A : u = 1, T 6= 0

(5)

The first case is simple - whenever the control variable is choosen to be
u = 0, no investment occurs and the state of technology is left unchanged. The
second and third case can be explained as follows: Technology advances each
period, independent of the investment decision of the owner. The number of
periods that passed since the last innovation is expressed by the age of the
plant A. Thus, if the owner of a plant in technological state T and age A
decides to renew his plant, the available state of technology is T ′ = T + A.
This explains the third case7. A general problem of the dynamic programming
approach is that in principle, technology T advances indefinitely - which would
make the model intractable. The implementation requires boundaries for each
state variable. Consequently, in the case of the plant being put down we limit
the technological progress to the maximal age. This explains the second case in
the law of motion for the state of technology.

Bellman equation We now have defined all ingredients for the Bellman
equation of our model: The objective function (equ. 3), the law of motion
P ′

e = P ′
e(Pe) for the price of electricity (equ. 1), the law of motion P ′

k = P ′
k(Pk)

for the price of capital (equ. 2), the law of motion A′ = A′(A, T, u) for the age

7One implicit assumption we make in the model is that only current technology is available
at one price level Pk.
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of the plant (equ. 4) and the law of motion T ′ = T ′(A, T, u) for the employed
technology (equ. 5). We can thus formulate the Bellman equation (BM) with
the value function Π that denotes the discounted sum of the stream of profits

Π(Pe, Pk, A, T ) = max
u∈{0,1}

π(Pe, Pk, T, u) + βE[Π(P ′
e, P

′
k, A′, T ′)|Pe, Pk]

s.t. P ′
e = P ′

e(Pe)
P ′

k = P ′
k(Pk)

A′ = A′(A, T, u)
T ′ = T ′(A, T, u)

The expectation operator in (BM) calculates the expectated value Π with
respect to the stochastic state variables Pe and Pk, taking into account their
laws of motion and the distribution of the shock variables µ and ε. In section 4
we solve the calibrated version of (BM) for the value function

Π(Pe, Pk, A, T )

and the policy function

u = u(Pe, Pk, A, T ).

The policy function u indicates when innovative investment is optimal, for
a given plant of age A and technology T and price levels Pe and Pk. It thus
allows for a study of investment behaviour under price uncertainty.

3 Calibration

Whereas the -very stylized- model described in the previous section allows for
a study of investment in any renewable plant - indeed in any electricity plant
- we have to calibrate the model to obtain meaningful results. Consequently,
in this section we describe the calibration of our model for investment into a
wind plant. We use German data and refer to the legislation of the German
feed-in-tariff (EEG).

Period length First, some choices have to be made. We start with period
length which is set to two years - this seems resonably short given that we
intend to study investment in wind energy. The time to erect a wind mill varies
between a few days and a few months - depending on the geographical site. In
accordance with the technical literature we set the lifetime of a wind plant to
20 years, i.e. 10 periods (cf. ECN 2007). Furthermore, we set the biannual real
term interest rate to 5%, which corresponds to a time discount factor β = 0.95.
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Technology As for technological progress, we calibrate it as growth in size.
That is, wind energy plants become more productive as they become bigger.
This choice is motivated by the technological development of the last decade,
as depicted in Figure 2. The data provided by DEWI (2007) show an increase
of average capacity between 1.02% and 1.49% for the years from 1993 to 2007.
The average growth rate for that period is tgr = 1.16% per year. To capture
the development correctly, we modify the original profit function and use the
following instead:

π(Pe, Pk, T, T ′, u) = (PeQ − c)f(T ) − Pkf(T ′)u,

where we specify technological growth by

f(T ) = (1 + tgr)T .

The new formulation of the profit function takes into account that replacing
a small by a large wind plant requires higher investment: Pk is the unit price
for wind power capacity, the growth in capacity is reflected in the cost of the
new plant Pkf(T ′). The second modification of the profit function is due to
the fact that operating a wind plant entails fix rather than operational costs:
the bulk of costs is O&M which has to be paid for independently of the actual
output that is largerly determined by the weather. O&M costs roughly increase
proportionally with the size of capacity - and so they enter with cf(T ) into the
profit function. The value of c is taken from the study by ECN (2007). Given
our choice of profit function, Q is calibrated as the binannual average output
of electricity for a unit of installed capacity. To obtain the figure, we have
evaluated tables of electricity output of wind plants published by the German
Association of Wind Energy (BWE 2008). The average output for the years
1990 to 2007 is Q = 160.38MWh for one Megawatt installed capcity.

Price Processes The publication BWE (2008) is also used to calibrate the
price process Pk for capital. The collection of annualy published reports from
1990 to 2007 contains advertisements of wind plants, specifying capacity and
price. From this information we calculate a time series of average prices of
capacity8. The time series is then used to calibrate the Markov price process
2 for Pk. Assuming µk to be normally distributed we obtain αk = 0.3562,
βk = 0.6067 and variance σk = 0.0281 for the process

P ′
k = αk + βkPk + µk.

The case of the electricity price is more intricate, since we are going to study
support programs for renewables. The decisive difference between FIT and QS
regulation is the allocation of risk: Under FIT, the owner of a renewable plant
only bears the climatic risk associated with his particular technology (wind
intensity in our case), which we do not model explicitly, but no price risk. In
contrast, under QS the owner bears both the price risk of the electricity price

8Only wind plants with a capacity of more than 0.5 MW were taken into account.
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and the renewable obligation certificate, leading to a particularly volatile price
process. Moreover, as discussed in the literature review, the QSs are normally
augmented with a price cap to avoid extreme price spikes in times of high
demand for electricity and short supply of renewable energy (in Britain, this
price cap was relatively low and usually binding). Both the construction of QS
regulation and the physical potential for electricity generation from renewable
energy influence the likely price path for electricity faced by the owner of a
renewable plant. As the concept has not been implemented in Germany, we can
only calculate a stylized example for an QS price process. Our main goal is to
understand the reaction of the investor to the price volatility he faces under QS
in comparison to FIT.

For FIT, we implement the price scheme for wind energy from the German
renewable-energy-feed-in-law (EEG) of 2000. As a comparison we implement
a price process that has the same and higher volatility as the electricity price
process actually to be found in Germany. To obtain this volatility, we estimate
a time series of household electricity prices from OECD data. This estimation
yields the coefficients αe = −0.1446, βe = 0.9188 and variance σe = 0.0605 for
the econometric specification of equation 1

P ′
e = αe + βePe + µe.

The details of the policy analysis are discussed in the following section.

Boundaries Finally we set bounds on the state variables. As mentioned in
the section ”model”, all state variables have to be bounded from above and
below to allow for the numerical implementation. We have already justified
our choice for the maximal age m of a plant. For the technology parameter,
we allow a maximum of five steps - or ten years growth of average capacity.
While putting a somewhat arbitrary cap on a possibly much larger increase in
scale, the range chosen for T certainly allows for a study of the implication of
renewable support policy. As for the price process, we have chosen the following
ranges: Between 0% and 200% of the long-term average price of capital for Pk,
and between 30% and 170% for the average price of electricity Pe. As the time
series we have calculated show, these ranges chosen encompass the variation of
data in our sample period.

4 Results

In this section, we present the (preliminary) results of our simulation exercise.
Our model has been implemented in MATLAB. The price processes have been
discretized - including the shock variables - and (BM) has been solved by value
function iteration. The price grids have a length of 20. For our first analysis, we
use an electricity price process with the mean equaling the tariff from the EEG
and the variance the one of the electricity prices. As a numerical output, we
obtain the value function Π(Pe, Pk, A, T ) and the policy function u(Pe, Pk, A, T ).
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These have the form of a 20x20x10x5 array - a rather large number of points.
Fortunately, the function that is of most interest to us, u(., ., ., .), only takes
the values in {0, 1}. Analysing this type of result requires a concept for the
definition of diagrams and indicators. Plotting the price of capital Pe against
Pk, Figure 2 shows the areas for which the the owner of a wind plant decides
to invest (red) or not to invest (blue), given a certain age A of a plant and a
state of technology T . A given price of electricity and capital means that the
investor can form his expectation of the further development of that price, given
the underlying Markov process.

A glance at the diagrams gives a first impression of the outcome: We see that
in all diagrams the likeliness to invest increases with the price of electricity and
decreases with capital costs. This is a plausible result: Higher electricity prices
mean higher future revenues, lower capital prices mean lower capital costs. A
comparison of diagrams shows that the likeliness to invest increases with the
age of the plant and decreases with the advance of technology. This is plausible,
too: An older plant is closer to the end of its lifetime, so the opportunity costs
of investment are lower than for a new plant. And the gains from innovation
are lower if the employed technology is already quite advanced.

This discussion of the results is based on a somewhat arbitrary selection
of age-technology profiles for the wind plant. To allow for a more systematic
analysis, we define an indicator: the ”Propensity to Invest”. It measures the
red area of the diagram as percentage of the whole area and thus shows how
likely the owner of the wind park is to renew his plant. With the help of the
indicator, we compare the development of the investment behavior across states.
Figure 4 and 5 show diagrams of the propensity to invest for the FiT and the
QS policy. The lines show the developement of the indicator with increasing age
of the plant, they are ordered by the states of technology. The graphs confirm
the first impressions drawn from Figure 3: the propensity to invest increases
with age of the plant and decreases with the advance of technology.

Figure 4 and Figure 5 allow for a first comparison of the QS and the FiT
policy. The price process used here to distinguish the two policies have been
detrended, the difference between the two policies is the variation around the
mean. Figure 6 and 7 show the full picture with trend. First, we note that the
difference is not very strong - price variation has an influence, but not much.
The astonishing fact is that QS makes investors more, not less likely to innovate
in comparison to FiT. This is somewhat counterintuitive: One would expect the
certainty ensured by the feed-in-tariff to make investments more likely. This is
how Mitchell et al. (2006) argue in their -informal- comparison of the German
EEG and the British ROC. Clearly, our results tend into the opposite direction.
Note, however, that there is one striking difference between the intuition and
real option models like ours: we neglect risk aversion, focussing exclusively on
the opportunities offered by the interaction of risk parameters.
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5 Conclusion

We have developed a model of investment into innovation in a wind electricity
plant. It shows the propensity to invest of a wind plant owner under different
renewable support schemes for a given plant, characterized by its age and state
of technology. Surprisingly, a wind park owner is more likely to adopt a new
technology under a quota system. We interpret the result as a lock-in effect of
the alternative system, feed-in-tariffs. In contrast, under quota systems, it is
paying off to capture the extra rents from renewing the plant. Of course the
framework chosen is very stylized: As we do not know the extend of likely extend
of variation in the price of a quota system in the German market, we have to
assume that they are at least as high as electricity price volatility. Also, the
model does not incorporate potential liquidity problems. However, our results
suggest that uncertainty can enhance innovation rather than slow it down. In
policy aimed at promoting market maturity, that should count as an argument.
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A Figures

Figure 1: Renewable Energy Targets in the EU
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Figure 2: Development of Average Wind Capacity

Source: DEWI (2007)
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Figure 3: Decision to Adopt New Technology

For (T,A) with T - state of technology and A - age
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Figure 4: Propensity to Invest

under the FiT price process (detrended)

Figure 5: Propensity to Invest

under the QS price process (detrended)
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Figure 6: Propensity to Invest

under the FiT price process (with trend)

Figure 7: Propensity to Invest

under the QS price process (with trend)
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