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Catch Me If You Can:
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Existing evidence, mostly from British textile industries, rejects the importance of formal
education for the Industrial Revolution. We provide new evidence from Prussia, a
technological follower, where early-19™-century institutional reforms created the conditions to
adopt the exogenously emerging new technologies. Our unique school-enrollment and
factory-employment database links 334 counties from pre-industrial 1816 to two industrial
phases in 1849 and 1882. Controlling extensively for pre-industrial development, we use pre-
industrial education as an instrument to identify variation in later education that is exogenous
to industrialization itself. We find that basic education significantly accelerated non-textile
industrialization in both phases of the Industrial Revolution.
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“But probably education is especially important
to those functions requiring adaptation to change.
Here it is necessary to learn to follow and to
understand new technological developments.”

(Nelson and Phelps 1966, p. 69)

The view that formal education did not play a prominent role in the emergence of new
industries in the British Industrial Revolution is well established (Mitch 1999). Surprisingly little
attention, however, has been paid to the role of education in the industrial catch-up of the
technological follower nations — the whole world except Britain. Models of technological
diffusion in the spirit of Nelson and Phelps (1966) suggest that education is the key ingredient to
absorb new technologies and adapt to change (cf. Benhabib and Spiegel 2005; VVandenbussche,
Aghion, and Meghir 2006). Similarly, most unified growth models stress the role of human
capital for the transition to modern growth, at least during the second phase of industrialization
(e.g., Galor 2005; Galor, Moav, and Vollrath 2009). It is also sometimes argued that education
was important for the transfer of technological leadership from Britain to Germany in leading
sectors at the end of the 19" century (e.g., Landes 1969). But the role of education for catch-up
during the first phase of the Industrial Revolution is less clear, and thorough empirical evidence
is missing for both phases.

This paper provides evidence whether initially better-educated regions within Prussia
responded more successfully to the opportunities created by the outside technological changes
from Britain. Based on several full Population, Factory, Occupation, and School Censuses
conducted by the Prussian Statistical Office, we compile an historically unique micro-regional
panel dataset of 334 Prussian counties that spans nearly the whole 19" century. In particular, we
cover education and pre-industrial development indicators in 1816, before the start of the
Industrial Revolution in Prussia (which is generally placed around the mid-1830s; e.g.,
Hoffmann 1963; Tilly 1996), as well as education and industrial employment shares towards the
end of the first phase of industrialization in 1849 and during the second phase in 1882.

Using the education level observed before the onset of industrialization — which as we show
had emerged from historical idiosyncrasies — as an instrument for education levels during
industrialization, we find a significant effect of basic school education on industrial employment
in both phases of the Industrial Revolution. Our database allows us to distinguish between

industrialization in three industries — metals, textiles, and other industries (outside metals and



textiles) such as rubber, paper, and food. It turns out that in the textile industry, where innovation
was less disruptive and child labor more prevalent, education played a minor role during both
phases of industrialization. However, it played an important role in the metal and all other
industries already in the first phase of the Industrial Revolution, and its importance increased
further during the second phase. In line with the technology-diffusion models, we find significant
effects for basic education in elementary and middle schools, but not for upper-secondary
enrolment or higher-education institutions. Our analyses are motivated by the idea that it may not
be arbitrary that Prussia, the educational world leader at the time (Lindert 2004), was particularly
successful in industrial catch-up. The results suggest that Prussian educational leadership indeed
translated into technological catch-up throughout the 19" century.

The main threat to empirical identification of the effect of education on industrialization
arises from the fact that the process of industrialization may itself cause changes in the demand
for education. This leads to possible endogeneity bias, the direction of which is not clear a priori.
On the one hand, factory production may increase the demand for low-skilled labor, drawing
children out of school into factory work. For example, Sanderson (1972) suggests that the
Industrial Revolution created new occupations with relatively low educational requirements,
which would bias the education estimate downwards. On the other hand, to the extent that the
Industrial Revolution increased living standards, education may have become more affordable
for broader parts of the population. In addition, Galor and Moav (2006) argue that at least during
the second phase of industrialization, the new industrial technologies increased the demand for
human capital, which would bias the education estimate upwards.

We identify the effect of education on industrialization in the face of simultaneity among the
two by using education in 1816, before industrialization in Prussia, as an instrument for
education at the two later periods. This instrument is not affected by changes in the demand for
education that emerged during industrialization and thus isolates a part of the variation in
education that is not determined simultaneously with industrialization. Under the assumption that
pre-industrial schooling is not correlated with other measures that are themselves related to
subsequent industrialization, this instrumental-variable (IV) specification estimates the causal
effect of education on industrialization in Prussia. We test this assumption and corroborate the
validity of the IV specification by showing its robustness against an unusually rich set of
covariates indicating the state of economic development before the onset of industrialization.



Our results are also validated when using an alternative instrument, distance to Wittenberg where
Luther used to preach, which yields historically exogenous variation in education across Prussia
due to Protestants’ urge for literacy to read the Bible (Becker and Woessmann 2009).

Several additional aspects of our framework facilitate empirical identification, as they
introduce exogeneity into the emergence of industrial technologies in Prussia. First, the Industrial
Revolution is characterized by production techniques that had not been available before. The
new modes of production created a new sector — mechanized industry. This distinguishes
analyses of historical industrialization from analyses of agricultural advancement over time and
from more general analyses of economic development. Second, most industrial technologies
were first applied in Britain, making their advent exogenous from a Prussian perspective. They
came as an exogenous “shock” (in the econometric sense of a matter determined outside the
variation employed in the model) simultaneously to all Prussian counties once fundamental
institutional reforms had freed up the Prussian economy in the first two decades of the 19"
century. Third, by using micro-regional data to exploit within-Prussian variation, we can exclude
that fundamental institutional or geographical differences determine the capacity for
technological adoption, because the Prussian counties share a common basic institutional,
cultural, and climatic background. As a consequence, the advent of the industrial technologies in
Prussia is like an historical experiment that came from Britain as an exogenous shock.

The remainder of the paper is structured as follows. Section | briefly places the analysis in a
theoretical framework and provides historical background. Sections Il and Ill introduce the
empirical model and the database, respectively. Section IV presents the results. Section V

interprets the results in relation to the existing British evidence. Section VI concludes.

I. A Leader-Follower Interpretation of Industrialization
A. The Industrial Revolution and Catch-up to the New Technological Frontier

The Industrial Revolution® refers to the period of industrialization characterized by profound
technological change sparked by such inventions as the steam engine and mechanical spinning,

their diffusion, adaptation, and improvement, the rise of the factory system, and accompanying

! Because of the fundamental economic and social processes of change that occurred everywhere during the
industrialization, it has become common to speak of an Industrial “Revolution” not only in the technological leader
country Britain, but also in follower countries like Germany (e.g., Borchardt 1973; Hahn 2005).



social changes in households and markets (cf. Mokyr 1999). Modern theory subdivides the
Industrial Revolution into two phases: a first phase with skill-saving technological change and
minimal educational requirements and a second phase where technological change increases the
demand for human capital as skills become necessary for production (e.g., Galor 2005).

In line with this argument, Mitch (1993, p. 307) concludes his seminal review by stating that
“education was not a major contributing factor to England’s economic growth during the
Industrial Revolution,” an argument that applies in particular to formal education and to the first
phase of the British Industrial Revolution. Examples of similar assessments include Sanderson
(1972), Schofield (1973), Allen (2003), and Clark (2005). As Mokyr (1990, p. 240) famously
sums up, “If England led the rest of the world in the Industrial Revolution, it was despite, not
because of, her formal education system.” Countless reasons have been advanced for England’s
technological leadership, ranging from property rights, geography, culture, the biological spread
of values, fertility limitation, capital deepening, imperial expansion, and a unique structure of
wages and energy prices, up to historical accidents and pure chance (for references, cf., e.g.,
Galor 2005; Voigtlander and Voth 2006; Clark 2007; Allen 2009). The very question of why
England was first to industrialize may even be misconceived and unanswerable because of the
uniqueness of the event and the stochastic character of the innovation process (Crafts 1977).

Leaving these discussions aside, we focus instead on industrialization in follower countries.
Classical studies such as Gerschenkron (1962) and Abramovitz (1986) have argued that catch-up
growth of initially backward countries is inherently different from growth in technological leader
countries (cf. Acemoglu, Aghion, and Zilibotti (2006) for a modern exposition). For the rest of
the world, the developments in Britain established an outside event that created new technologies
and work organizations. Given the change exogenous to follower countries, we suggest that the
best way to frame the situation of the rest of the world at the time is a classical technological-
follower model along the lines of Nelson and Phelps (1966).

Following their model, a string of contributions such as Welch (1970), Schultz (1975),
Easterlin (1981), Crafts (1996), von Tunzelmann (2000), Benhabib and Spiegel (2005), and
Vandenbussche, Aghion, and Meghir (2006) stresses the leading role of the stock of human

capital in the adoption of new technologies and in the ability to deal with changing conditions.?

2 Sandberg (1979) argues that human capital was a leading factor in late-19"-century Swedish catch-up. Based
on a cross-section of 16 countries, O’Rourke and Williamson (1996) conclude that schooling mattered for catch-up



This is the link we test in this paper. The question addressed is: Once the new technologies had
been introduced in Britain, did human capital facilitate their adoption in follower countries?*
These technology-diffusion models stress the role of education in creating the ability to
adjust to changing conditions, thereby facilitating the adoption of new technologies (see
Appendix B for a more detailed discussion of the type of education relevant for industrial catch-
up). It is conceivable that the direct (static) productive use of skills as well as entrepreneurial and
scientific skills played a role in catch-up industrialization. However, in the follower-country
context of rapid economic change from outside, basic general skills that open up logical thinking
to understand the functioning of the world are particularly relevant in order to perceive and solve
new problems. Therefore, in line with the leader-follower models — and because the average
level of secondary and higher education was very low in the 19" century — we focus on basic
education in this paper. In addition, these models predict that the adoption of new technologies,
and thus industrialization, is a function of the stock of, rather than the change in, human capital.
Section V will discuss how the role of education in the leader country Britain may (or may not)

have differed from follower countries.

B. Institutional Reforms and the Emergence of Industrialization in Prussia

The main reason why industrialization in Prussia started considerably later than in Britain is
the institutional divide constituted by the Napoleonic reign in Prussia in 1806-1813.* Whereas
the prior institutional structure can be described as a stiffened absolutistic and feudal regime, a
series of modernizing institutional reforms based on the ideas of the Enlightenment were enacted
in response to the military defeat of Prussia in 1806. These institutional reforms are sometimes
described as a “revolution from above” and were “aimed at fostering private initiative through

removing guild restrictions on trade as well as a sweeping set of anti-feudal land and labor

in 1870-1913, but only modestly. Taylor (1999) confirms this result for the same period with panel data for seven
countries, but stresses the considerable limitation of historical cross-country education data. Lundgreen (1973, 1976)
provides a descriptive account of aggregate education levels in Prussia from 1864-1911.

® Empirical evidence on the role of education in the Industrial Revolution is largely refined to the leader country
Britain (cf. Mitch 1999), and even there suffers from severe data constraints (see Section V below). Exceptions of
econometric studies of the role of education in industrialization outside Britain include A’Hearn (1998) on Southern
Italian textile factories in 1861-1914, Rosés (1998) on Catalan cotton factories in 1830-61, and Bessen (2003) on
textile firms in Lowell, Massachusetts around 1842. Note that all these contributions focus on the textile sector and
on a specific region, and that their interpretation may be affected by the endogeneity issues discussed in this paper.

* A positive interaction between the institutional framework and education in promoting economic development
has both been emphasized theoretically and found in modern data (cf. Hanushek and Woessmann 2008).



reforms” (Lenoir 1998, p. 22). As Tilly (1996, p. 98) puts it, “the Stein-Hardenberg Reforms
constituted an important, indeed, crucial, step forward in German industrialization.” The most
important institutional changes were the abolishment of serfdom, particularly for peasants, and
the introduction of freedom of land tenure, which together created individual property rights in
land and labor (e.g., Pierenkemper and Tilly 2004); the introduction of freedom of occupational
choice and of business establishment, which created freedom of trade (e.g., Henning 1995);
improvements in equality before the law; emancipation of the Jews; introduction of substantial
municipal self-government; and, in 1818, the abolishment of internal tariffs (followed by
customs unions with other German states that culminated in the Zollverein in 1834).

Before Napoleonic times, important institutional preconditions for free business, economic
change, and industrial development were missing in Prussia. Thus, the new order of Europe set
up at the Congress of Vienna in 1815 after the defeat of Napoleon establishes a landmark for the
start of the possibility to industrialize in Prussia (e.g., Kiesewetter 2004). Once Prussia had
opened up institutionally, the changes that had emerged in Britain approached all parts of Prussia
in a similar way. The reforms that were initiated under French occupation “were akin to an
exogenous change in institutions unrelated to the underlying economic potential of the areas
reformed” (Acemoglu, Cantoni, Johnson, and Robinson 2008, p. 2). An additional reason for the
delay of industrialization in Prussia relative to Britain has been seen in the long span of
revolution and war in Continental Europe from 1789 to 1815 (Landes 1998). Furthermore,
Napoleon had established the Continental System that embargoed Britain from the continent
between 1806 and 1814. Once this ban of trade and interaction with Britain was abolished,
Prussia became able to import British technologies (e.g., Radkau 2008).

When dating the inception of the Industrial Revolution in Prussia, most history scholars agree
that the first phase of industrialization in Prussia started around the mid-1830s (e.g., Hoffmann
1963; Tilly 1996). The earliest chronological dating stems from Kiesewetter (2004) who argues
that in a regional perspective, the defeat of Napoleon 1815 may be viewed as the very earliest
beginning of industrialization in some regions. In line with the argument of the institutional
divide above, this enables us to view school enrollment in 1816 as a measure of education
observed before the onset of the Industrial Revolution in Prussia.

Prussian industrialization is generally subdivided into two phases, with the first one dating
roughly between 1835 and 1850 and the second one in the second half of the 19" century.



According to some observers, around 1850 the technological gap between Britain and Prussia
“had been more or less closed” (Kindleberger 1995, p. 231). In the second phase, the adoption of
imitated, imported technologies was expanded towards more autonomous developments of
industrial pioneers, for example in the chemical industry and in electrical technologies (e.g.,
Hahn 2005). The German revolutions in 1848/49 also establish a significant break. We thus view
1849, for which unique factory and education data are available, as a useful landmark towards

the end of the first phase of industrialization in Prussia.

I1. The Empirical Model
A. Basic Setup

The leader-follower relationships discussed above, as modeled by Nelson and Phelps (1966)
and subsequent growth models (cf. Benhabib and Spiegel 2005), require a specification where
the level of, rather than the change in, education affects industrialization.” Therefore, our basic
model expresses industrialization IND towards the end of the first phase of the Industrial
Revolution in 1849 as a function of the level of education EDU and other explanatory factors X:

1) IND gso = cy + BLIEDU 1gp + Xigso7 + &1

where ¢ is a random error term and £ is the coefficient of interest. We will estimate this model
using the cross-section of Prussian counties, effectively exploiting Pollard’s (1981, p. 14)
assessment that the Industrial Revolution was “a regional phenomenon” (cf. Hohorst 1980 and
Kiesewetter 2004 for similar arguments for Germany). In addition to using indicators for
industry as a whole as the dependent variable, we can also perform the analyses for three
separate industries: textiles, metals, and the group of all industries outside textiles and metals. In
addition to 1849, we also measure the level of industrialization at a later stage, during the second
phase of the Industrial Revolution in 1882.

The main threat to empirical identification is that ordinary least squares (OLS) estimates of S
may be subject to endogeneity bias. In particular, the process of industrialization may itself cause

changes in the demand for education, giving rise to possible reverse causality. The estimated

® This mirrors specifications in research on modern growth that relate the level of, rather than the change in,
human capital to growth (cf. Krueger and Lindahl 2001). Note that such a relationship cannot be identified by
standard fixed effects panel models, which take out level effects.



coefficient on education would be biased downwards if factory production increased the demand
for low-skilled labor and kept children out of school by drawing them into factory work. Thus,
the British Industrial Revolution seems to have created new occupations with lower educational
requirements than the existing ones (Sanderson 1972; cf. West 1978 for a discussion). But the
estimated coefficient on education may also be biased upwards if the Industrial Revolution
increased living standards to the extent that education became more affordable for the broad
masses, or if the new industrial techniques increased the demand for human capital. The latter is
often argued at least for the second phase of industrialization (cf. Galor 2005). In sum, not even

the direction of any possible bias, let alone its size, is obvious a priori.

B. Obtaining Exogenous Educational Variation from Pre-Industrial Education Levels

To address the worry that education may be endogenous to industrialization itself, we suggest
an instrumental-variable strategy where education levels observed before the industrialization
serve as an instrument for education levels during industrialization. Thus, in equation (1) we
instrument education EDU in 1849 by education EDU before the Industrial Revolution in 1816:

2) EDU g5 = @, + B,EDU g5 + X{gyo7, + &,

This first stage allows us to isolate that part of the variation in education in 1849 which can be
traced back to pre-industrial variations in education. Such an approach is enabled by our unique
panel dataset which includes education data before the Industrial Revolution. We can then follow
the same Prussian counties during the two phases of the Industrial Revolution.

A fundamental point is that the Industrial Revolution is about new industrial technologies,
both technical and organizational, which simply did not exist previously. Exogeneity comes from
the fact that mechanized industrial production developed outside Prussia, in Britain. For the
Prussian counties, its advent constituted a common exogenous shock (in econometric, not
historical terms). We effectively have a pre-set distribution of education across the country and
then observe what happens to the different counties when the shock of new technologies from

Britain hits Prussia after it opens up through the institutional reforms of the Napoleonic era.®

® Conceptually, this approach is in the spirit of the analysis of Blanchard and Wolfers (2000) of European
unemployment where common shocks interact with preconditions that differ across observations.



While we do not fully model the source of the variation in our instrument EDU;g;6, it SeEMS
clear that — apart from the systematic variation stemming from distance to the Protestant hub
Wittenberg which we use below — the educational variation that existed in Prussia in 1816 stems
from an accumulation of idiosyncrasies of local rulers rooted deep in history that are exogenous
to our topic of investigation. This can be best depicted by a number of examples of sources of
substantial educational variation between neighboring counties, as evidenced by the four
rectangles in Figure 1 which shows an educational map of Prussia in 1816. In each case,
historical peculiarities that are unlikely to be otherwise correlated with features relevant for later
industrialization gave rise to significant and lasting differences in schooling.

For example, the lightly shaded counties in the center of rectangle 1 form Ermland, a mostly
sovereign diocese before it came under Prussian rule in the first Partition of Poland in 1772.
Ermland, which remained thoroughly Catholic, was surrounded by the Protestant Dukedom of
Prussia. The Ermland counties had enrollment rates between 20% and 25% in 1816, whereas the
surrounding Protestant counties — in line with Luther’s urge for education — had enrollment rates
of 75% in the west, 71% in the south, and 65% in the east. Note that while the religious source of
this educational variation is the same as the one employed in our second identification approach
(see below), this variation is not driven by distance to Wittenberg, but by historical peculiarities.

Another interesting neighboring difference is observed in the westernmost part (rectangle 2),
where the starting point is virtually opposite. The areas of Geldern and Moers in the far west had
been part of Prussia since 1702/03 (and had a Protestant share of about one quarter). However,
apparently due to a lack of interest and enforceability in the western exclaves, the Prussians did
not enforce their schooling ideals during the 18" century, so that the desolate state of the school
system — evident in the low school enrollment figures in our data — became a topic of many
school inspectorate reports in the early 1800s (Nagel 2004). By contrast, the neighboring
counties to the east — which were part of the Prince-Bishoprics of Cologne and particularly
Minster — although thoroughly Catholic and annexed by Prussia only in 1815, already had
enrollment rates of 70% to 76% in 1816. Interestingly, the source of the relatively high level of
schooling throughout the Prince-Bishopric of Munster can be traced back to the Catholic (1)
order of the Jesuits, who used costless comprehensive schooling as a means to restore the

population back to Catholic faith in the Counter-Reformation after 1588 (Schonemann 1993).



The counties in rectangle 3 constitute the area of Swedish Western Pomerania, which was
governed by the Swedish kings from the Thirty Years® War until 1720 (although it was not a
formal part of Sweden, but of the German Empire). But while the southern part (later called Old
Western Pomerania) came to Prussia in 1720, the northern part (New Western Pomerania) —
divided by the river Peene — came to Prussia only in 1815. Sweden had difficulties enforcing a
tax system in its territory and thus somewhat neglected the financial equipment of its
representatives. As a consequence, while the southern counties that had been part of Prussia for a
century had enrollment rates of 72% to 77% in 1816, enrollment rates in the northern counties,
which had just joined Prussia, were still as low as 17% to 34%.

The counties of Liebenwerda and Hoyerswerda (west and east, respectively, in rectangle 4)
had been part of the Lutheran heartland Electorate of Saxony for centuries before they joined
Prussia at the Congress of Vienna in 1815. However, Hoyerswerda, as part of the Oberlausitz,
was not directly subject to Saxon law because it had retained the right to maintain a local feudal
tribute system and — in contrast to the Electorate of Saxony — placed little emphasis on education.
Accordingly, in 1816 its enrollment rate of 44% was substantially below the 80% of neighboring
Liebenwerda.’

These examples illustrate that a multitude of idiosyncratic sources had given rise to the cross-
Prussian variation in education levels in 1816. While historical differences in rule had given rise
to the variation in pre-industrial education levels, all counties are subject to the same Prussian
rule after 1815. We thus view the variation in our instrument EDUg;6 as exogenous to the error
term of our model, corroborating instrument validity.

A potential remaining threat to this 1V identification could still emerge if the instrument was
correlated with the error term &; of the industrialization model — be it through correlated
idiosyncrasies or for other reasons. If pre-existing education were correlated with other important
omitted factors that drive the subsequent adoption of industrial technologies, such as pre-existent
institutional features of the economy or geographical features, the 1V estimate of the education
coefficient might still be biased.

" Another leading example of a Dukish quirk, although just outside Prussia in the German Empire, was Ernest I,
the Pious, Duke of Saxe-Gotha, who — driven by his Lutheran faith — introduced effective compulsory schooling in
his territory in 1642, still during the Thirty Years’ War. It was proverbial that the Duke’s peasants were better
educated than the nobility elsewhere, and public saying has it that there was no one in his Dukedom unable to read
and write when he died.
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To rule out such remaining biases, we test whether our IV estimates are robust to including a
set of indicators of pre-industrial development Y measured at the county level at the same time

before the Industrial Revolution as pre-industrial education:
3) IND.gsg = a3+ BoEDU 19 + Xigsg¥3 + Yigis s + &3

Here, our particularly rich database containing pre-industrial development measures observed at
the county level around 1816 comes into play, covering the spread of pre- and proto-industrial
technologies such as looms, brick-making plants, and watermills, urbanization, availability of
resources for mining and weaving, measures of agricultural development including livestock
counts and agricultural employment, measures of public infrastructure like buildings and paved
streets, and access to navigable water measured by rivers and transport ships. While we control
for proto-industrialization, it should be noted that industrialization itself, in the sense used in this
paper of the new mechanized production techniques that had recently emerged in Britain, did not
exist in Prussia in 1816 (as evidenced by the fact that the 1816 Census does not list any industrial
occupations, as in the 1849 Census). We additionally check robustness to controls for
geographical measures, religion as a possible remaining cultural variation, and rounds of

Prussian annexations (to proxy for possible remaining variation in institutional implementation).

C. Additional Specifications

We also experiment with a second approach to identification, proposed by Becker and
Woessmann (2009) for the analysis of Protestant economic history. They observe that at the
times of Martin Luther, Protestantism in Prussia had a tendency to spread in circles around
Wittenberg, where Luther preached that every Christian should be able to read the Bible. They
show that as a consequence, distance to Wittenberg gives rise to a decreasing prevalence of
education in Prussia, and that Protestantism is unlikely to have had substantial economic effects
besides its indirect effect through education. Based on this observation, we can use distance to

Wittenberg WITT as an alternative instrument for education in the first stage of our model:
4) EDU g5 =ty + BWITT + X{gpo7, + &,

The advantage relative to our main approach is that this instrument directly models the source of

the particular variation in the endogenous independent variable. But the specification requires the
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identifying assumption that Protestantism affected industrialization only by increasing education,
which is in line with the findings in Becker and Woessmann (2009).

We are able to estimate the models both for the first phase (1849) and for the second phase of
industrialization (1882), where the latter depicts the full effect of education for both phases. To
depict the impact of education on the progress of industrialization during the second phase
(between 1849 and 1882), we can estimate

(5) IND,gs, = a5 + BsEDU g5, + A5 IND g0 + X g7y + Yigig s + €5

which holds the level of industrialization already achieved in 1849 constant. This specification

identifies the additional effect of education on industrialization during the second phase.

I11. Prussian County-Level Data Spanning the 19" Century
A. Constructing a Panel Database

The suggested empirical models require an unusually rich set of data. Not only do we need
regional data on the levels of education and industrialization (as well as standard demographic
and geographic controls) for two phases of industrialization, but also on the levels of education
and general development at a point in time that pre-dates the Industrial Revolution. To that
extent, we have compiled a database for all Prussian counties for the years 1816, 1849, and 1882,
effectively allowing us to observe micro-regional development throughout the 19™ century.

The data originate from censuses conducted by the Prussian Statistical Office, founded in
1805, and are available at the county level in archives (see Appendix A for details). The first
released full-scale census is the Population Census in 1816, which — together with 1819 and 1821
surveys — provides us with data on education, demographics, and a host of development
indicators. In 1849, the statistical office conducted not only another Population Census, but also
a Factory Census that provides us with data on industrial employment. We are not aware that
these data have been used at all before in microeconometric analyses. Finally, we add data from
an Occupation Census in 1882 which provides detailed information on sectoral employment.

We structure our data by the 334 counties existent in 1849. Despite some changes in the
administrative boundaries of counties between 1816, 1849, and 1882, we were able to link the
data consistently over time, yielding a panel-structured database. Appendix Table Al provides

detailed descriptions of data sources and definitions for the variables employed in our analyses.
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B. Main Variables and Descriptive Statistics

We measure industrialization towards the end of the first phase of the Industrial Revolution
by factory employment as a share of total county population in 1849. In the Factory Census, the
statistical office reports employment in 119 specific types of factories. We combine these into
three industrial sectors: metalworking factories; textile factories;® and other factories (outside
metals and textiles), such as those producing rubber, paper, food, wood, and wax.’

Our measure of industrialization in the second phase of industrialization is manufacturing
employment as a share of total county population in 1882. The sectoral classification is directly
provided by the statistical office in the Occupation Census. A downside of this classification
relative to the factory count of 1849 is that the 1882 measure includes craftsmen and artisans
who may not necessarily perform industrial work. Again, we subdivide the manufacturing sector
into metals textiles and all manufacturing except metals and textiles. In both phases of
industrialization, we can also calculate the share of manufacturing workers in the occupied labor
force, rather than in the total population, of each county.

Our education measures before and in the first phase of the Industrial Revolution refer to
1816 and 1849. They indicate the enrollment rate in elementary and middle schools, measured as
the enrollment count in elementary and middle schooling as a share of the population aged 6 to
14 years, which is the relevant school age in Prussian elementary and middle schools. Both
enrollment and age-specific population data come from full Population Censuses. We use school
enrollment in 1849 as a proxy for the education level of the labor force in 1849. To cover the
educational background of the full age range of the 1849 labor force, we also experimented with
using a simple average of 1816 and 1849 enrollment instead of 1849 enroliment as the measure
of education in 1849, yielding the same qualitative results.™

The education measure in the second phase is a more direct measure of the education level of
the working-age population, namely the adult literacy rate, available (for the first and only time)
in the 1871 Population Census. It measures the share of those who are able to read and write

® In the weaving factories, we exclude workers employed on hand-driven looms and only count mechanical
looms, in line with a definition of industrialization as development towards machine-driven work.

® We have also experimented with excluding factories below a certain employment number from the analyses,
such as factories with less than 5 or 10 workers; our qualitative results were unaffected.

19 One can also think of our IV specification, which instruments 1849 enrollment by 1816 enrollment, as a
means to deal with measurement error by using two imperfect proxies for the education level of the 1849 labor
force, where the instrument additionally ensures that no variation is used which is caused by industrialization.
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among the population aged 10 years or older. We also experiment with data on upper-secondary
enrollment and university location at the three points in time.

The 1816 census contains a wealth of additional information, including data on population
demographics, religion, livestock, and occupations. We compile an extensive set of indicators of
pre-industrial development from this and other sources, including indicators for pre-industrial
production and endowment, natural resources, transportation infrastructure, urbanization and
population density, and other historical patterns of development (see Appendix A for details).

Table 1 reports basic descriptive statistics for the variables used in our analyses. The
education data support the view of a relatively advanced educational development in Prussia
throughout the 19™ century. The average enrollment rate in elementary and middle schools is
58% in 1816 and increases to 80% in 1849. Still, there is enormous variation across counties,
ranging from 3% to 95% in 1816 (cf. Figure 1) and from 33% to 99% in 1849. The average and
distributional statistics of 1849 school enrollment and 1871 literacy are surprisingly similar.

Industrialization in 1849 as measured by the share of factory workers in total population is
relatively low at 1.8% on average. Half of this is in industries outside metals and textiles, 0.6%
in metals, and 0.3% in textiles. Across counties, the measure varies from 0.4% to 18.5%." As a
share of the occupied labor force, factory employment amounts to 2.8%. By 1882, 11.6% of the
population (or 27.0% of the occupied labor force) are employed in manufacturing, combining
3.1% in metals, 3.9% in textiles, and 4.6% in other manufacturing sectors. All industrialization
measures expose substantial regional variation (cf. Appendix Figures Al and A2).

As a first descriptive indication of the associations among the education and industrialization
variables, Table 2 reports pair-wise correlations. The education measures at the different points
in time are strongly related to each other. They are also significantly associated with the
aggregate measures of industrialization at the two phases, most obviously in the industries
outside metals and textiles. Industrialization is also strongly associated over time, with the

correlations within each of the three sectors being much stronger than across sectors.

' Given the skewness of the distribution of the dependent variables, we also estimated specifications using their
logarithms, obtaining the same qualitative results.
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1V. Results
A. The First Phase of Industrialization

The first part of Table 3 reports OLS regressions across the 334 Prussian counties in 1849,
towards the end of the first phase of industrialization. The dependent variable measures
industrialization by employment in factories as a share of the total county population in 1849,
which we can subdivide into three sectors: all factories outside metals and textiles, metal
factories, and textile factories. We start with a parsimonious model that controls only for basic
demographic and geographic measures, namely the shares of the population aged below 15 and
above 60 and the size of the county area, each of which might be expected to be negatively
associated with industrialization.

The results reveal that towards the end of the first phase of the Industrial Revolution, the
share of factory workers is significantly positively associated with the enrollment rate in
elementary and middle schools.*? When looking into the three sectors, this is particularly true for
industries outside metals and textiles, and also for the metal industry, whereas there is no such
significant association of education with industrialization in the textile industry.™®> However, as
discussed above, any such OLS association may be biased because school enrollment in 1849
may be endogenous to industrialization in 1849, with the direction of the bias unclear.

To address this issue, the remaining columns of Table 3 report IV estimates that instrument
school enrollment in 1849 by school enrollment in 1816, before the onset of the Industrial
Revolution. The instrument is not affected by changes in the demand for education that emerged
during industrialization, which came exogenously from the industrial leader Britain. Under the
assumption that 1816 school enrollment is not correlated with other measures that are themselves
related to subsequent industrialization, these 1V estimates depict the causal effect of education on
industrialization in Prussia. We will test this assumption below.

The reduced-form relationship between 1816 school enrollment and 1849 total factory
employment (column (5)) is significantly positive (significance reaches the 1 percent level in the

12 Throughout the paper, standard errors are clustered at the level of the 280 units of observation in the 1816
data that we use below (see Appendix A for details).

3 Although the dependent variables of our models are proportions that vary between 0 and 1, predicted values
of a linear regression may fall outside the [0,1] interval. We thus also used the logarithm of the odds ratio of the
sector share as an alternative dependent variable that is not subject to this problem. Results are qualitatively the
same.
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industries outside metals and textiles, not shown). As the first stage (column (6)) shows, 1816
enrollment provides a powerful instrument for 1849 enrollment. Each percentage point higher
1816 enrollment is associated with 0.26 percentage point higher 1849 enrollment. The second-
stage estimate for all industries is statistically significant and close to the OLS estimate. But this
effect is now fully borne by the industries outside metals and textiles, whereas the estimate in the

latter two sectors is not statistically significant. We will discuss the size of the estimates below.

B. Is Pre-Existent Education Exogenous?

For pre-industrial levels of education to be a valid instrument, we have to assume that there
are no other features correlated with education in 1816 that also correlate with subsequent
industrialization. In order to test this assumption, we extend our model with a host of indicators
of pre-industrial development, testing whether the 1V estimates are robust to their inclusion.

The indicator of pre-industrial development most often used in the literature is urbanization,
as cities could only be supported where agricultural productivity was high, specialization
advanced, and the transport systems well developed (cf. Bairoch 1988; Acemoglu, Johnson, and
Robinson 2002). Thus, the first column of Table 4 adds the share of a county’s population living
in cities in 1816, defined by the Prussian Statistical Office as having city rights and privileges
(which applies for roughly 1,000 Prussian cities). While urbanization in 1816 is indeed
significantly associated with subsequent industrialization, the estimated effect of education is
hardly affected. Very similar results are obtained when measuring urbanization by the population
share living in one of the 172 large or medium-sized cities, defined as having more than 2,000
inhabitants (not shown). Population density, measured as inhabitants per square kilometer, does
not enter the model significantly or affect the education estimate.

By 1816, proto-industrial technologies were already emerging. To account for their possible
impact, column (2) adds the number of looms per capita in 1819 as a leading pre-industrial
technology. Looms in 1819 enter the model significantly but do not affect the education estimate.
Other indicators of pre-industrial technologies, such as the number of brick-making plants and
watermills per capita in 1819, do not enter the model significantly (not shown).

Several industries are highly resource dependent, such as those requiring coal for energy or
specific metals for production. We are not aware of measures quantifying the availability or

potential of mineral resources around 1816. However, we know the number of steam engines
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employed in mining in 1849. To the extent that actual resource exploitation, and in particular the
use of steam engines, is endogenous to industrialization itself, using this measure to control for
resource availability over-adjusts our specification. However, as column (3) reveals, if anything,
the estimated effect of education increases when steam engines in mining per capita are included,
even though the latter is positively associated with factory employment. Another available proxy
for mining is the number of fatalities in mining per capita in 1853, which, when used as an
alternative to the steam-engine measure, also enter the model significantly, but do not affect the
qualitative result on education (not shown). Results are also robust when adding a dummy for the
53 counties with any mining incidence according to the steam-engine and fatalities measures.
Alternatively, we can exclude workers in iron, wire, brass, smelter of other metals, steal, and
copper-hammer factories from our factory count, yielding similar results (not shown).*

In fact, any issues of access to mineral resources would only affect the result on education if
the instrument, school enrollment before the onset of the industrialization, were significantly
correlated with the geographical distribution of deposits of mineral resources. This seems quite
unlikely, given that the resources of interest only became of real relevance during and because of
the Industrial Revolution. In fact, school enrollment in 1816 is uncorrelated with the different
indicators of later mining — the indicator for use of steam engines in mining in 1849, iron-
working factories in 1849, and mining in 1882 — (all p values exceed 0.75), and there is even a
slightly negative correlation with 1849 steam engines in mining per capita.

Another resource relevant in particular for the textile industry is wool, which we can proxy
by the number of sheep in 1816. More generally, counts of different livestock in 1816 provide
measures of agricultural development. However, such agricultural measures at the time may also
proxy for a lack of development in terms of craftsmen, commerce, and other businesses. The
latter aspect can also be captured by the share of farm laborers in the county population,
available for 1819. The number of sheep per capita is unrelated to subsequent industrialization,
whereas agricultural employment is negatively associated with subsequent industrialization
(column (4)). But again, neither affects the education estimate. As a measure of dependent labor,

the share of servants in the total county population also enters the model negatively but leaves

Y Similarly, the 1882 census provides a sub-category for manufacturing industries in mining, steel-mill
operations, and salt production. Our results below are robust to excluding workers in this sub-sector from our
manufacturing variable, and also to including the sub-sector as an additional control.
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the education result unaffected (not shown). A host of additional livestock counts, such as the
number of cattle, horses, pigs, oxen, bulls, and foals, are either insignificantly or negatively
associated with subsequent industrialization, and none affects the education result (not shown).

Finally, public infrastructure in existence before the industrialization may have facilitated the
adoption of industrial technologies. We obtained data on the number of public utility buildings in
1821. To account for transport infrastructure, we also obtained an indicator on whether paved
interregional streets existed in the county in 1815, as well as a measure of the tonnage capacity
of transport ships in 1819. These measures may also capture differential connectedness, such as
trade access, of Prussian counties with the outside world, especially Britain. As is evident from
column (7), none of these is significantly positively associated with later industrialization, and
none affects the qualitative education result. The same is true when the length of navigable rivers
is added as an alternative measure of transport infrastructure (not shown).

The size of the estimated effect of education on industrialization actually increases to 0.052
relative to the OLS estimate of 0.031 (or 0.027 in a specification equivalent to column (7) of
Table 4, not shown), once the whole set of indicators of pre-industrial development is added to
the model. Rather than mitigating the estimated effect of education on industrialization,
accounting for pre-industrial development actually strengthens the education result. This
suggests that either the downward bias of a negative effect of industrialization on the demand for
education dominates in the first phase of industrialization, or there is measurement error in the
1849 education variable that is remedied when instrumenting it by 1816 education.

Results of this preferred specification for the three industrial sub-sectors (columns (8) to
(10)) show strong evidence for a positive effect of education on industrial development outside
the metal and textile industries during the first phase of the Industrial Revolution until 1849, and
some evidence for a positive effect in the metal industry. By contrast, there is no evidence that
education positively affected industrialization in the textile industry.

As should be expected, among the pre-industrial development controls, looms in 1819 are
particularly relevant in predicting industrialization in textiles, whereas steam engines in 1849
mining are particularly relevant in predicting industrialization in metals. Having a paved street in
1815 is particularly relevant in predicting industrialization outside these two specific industries,
in line with the view that connectedness with the outside world, and in particular with Britain,

may have been particularly relevant in non-traditional sectors.
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C. The Second Phase of Industrialization

Table 5 reports results of the model with pre-industrial development controls for the second
phase of industrialization. Both OLS and IV estimates show a significant positive effect of
literacy (measured in 1871) on total manufacturing employment in 1882. Again, 1816 school
enrollment is a strong instrument for 1871 literacy in the first stage of the IV specification. The
significant positive impact of education on industrialization is evident both in the industries
outside metals and textiles and in the metal industry, but again not in textiles. It seems that by
focusing on the textile industry, a lot of the existing literature may have missed the important
role of education in the Industrial Revolution (see Section V for further discussion).

We can now turn to a discussion of the size of the estimated effect of education in the two
phases. Our estimates suggest that in 1849, a 10 percentage point (p.p.) higher school enroliment
rate led to 0.5 p.p. higher per-capita factory employment (equivalent to 0.9 p.p. higher per-
worker factory employment, see Section IV.E below). In the 1870s/80s, a 10 p.p. higher literacy
rate led to 1.0 p.p. higher per-capita manufacturing employment (or 2.6 p.p. higher per-worker
manufacturing employment). This may not seem very much, as it suggests that only one in four
additionally educated workers went into industrial production in 1882, and only one in ten in
1849. The majority of workers with basic education still worked outside the industrial sector.

However, the estimated effect sizes are very substantial when viewed against the average
level of industrialization reached at the time. In 1849, average per-capita factory employment
across the Prussian counties was only 1.8% (ranging from 0.4% to 8.5% from the 1% to the 99"
percentile of counties). A simple linear simulation would suggest that if all Prussian counties
would have had only the education level of the 1%-percentile county (46% rather than the actual
average 80% school enrollment rate), then per-capita factory employment would have been 1.8
p.p. lower. In other words, in this thought experiment, there would virtually not have been any
industrial production in Prussia if it had had such a low level of education.

Similarly, if all Prussian counties would have had only a literacy rate of 46% in 1871 (the 1°-
percentile county) rather than the actual average 84%, then 1882 per-capita manufacturing
employment would have been 3.8 p.p. lower. This amounts to a third of actual total per-capita
manufacturing employment of 11.6%. In sum, the variation in education that existed across

Prussian counties can account for a substantial part of Prussian industrialization.
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The estimates of Table 5 do not control for the level of industrialization already reached by
the end of the first phase of the Industrial Revolution. To depict the effect of education on the
progress of industrialization during the second phase, between 1849 and 1882, Table 6 adds the
level of industrialization reached in 1849 as a control variable. Given this control, we can add
1849 enrollment as a second instrument in addition to 1816 enrollment in this specification. The
Sargan tests do not reject the validity of the over-identification restrictions (although they come
close in textiles, where we do not find an education effect). In all three sectors, the 1849 share of
factory workers in the sector enters significantly and strongly in predicting the 1882 employment
share in the sector. Still, the significant positive impact of education on industrialization outside
textiles remains, albeit slightly (but not statistically significantly) smaller. Thus, education
affected industrialization not only during the first phase of the Industrial Revolution, but also the

additional progress of industrialization during the second phase.

D. Distance to Wittenberg as an Alternative Instrument

Distance to Wittenberg, suggested as an alternative instrument for the spread of education
within Prussia because of Luther’s urge for Bible reading, is indeed a strong instrument for our
education measures both in 1849 and 1871 (Table 7). The specification confirms our previous
results: Education has a significant positive effect on total industrialization during both phases of
the Industrial Revolution, which is strongly borne by industrialization outside metals and textiles.

In the metal industry, the effect is again marginally significant in the first phase and strongly
significant in the second phase. By contrast, the effect is again insignificant in the textile industry
(not shown) in the first phase (it gets significantly positive in the second phase in some but not
all specifications). The coefficient for industries other than metals and textiles in the second

phase is substantially larger with the Wittenberg instrument than in the previous specifications.*®

E. Additional Robustness Tests

To test whether Protestantism had a significant independent effect on industrialization, we
can add the share of Protestants in a county to the model. Such a model is reported in columns
(1) and (5) of Table 8. In line with Becker and Woessmann (2009), the Protestant share is not

> The difference in point estimates may result from different complier sub-populations being affected by the
different instruments. Results are similar when we apply both instruments together (not shown).
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significantly associated with industrialization once the effect of education is controlled for. The
next columns add the share of Jews, which is negatively associated with industrialization. This
may depict the traditional role of the Jewish community in merchant occupations, outside
industry. The effect of education is robust to the inclusion of the religious indicators.

To test whether it mattered how long a county had been part of the common institutional and
legal framework of Prussia, columns (3) and (8) add the year when a county was annexed by
Prussia. While later annexations tended to be more likely to industrialize during the second
phase, accounting for this actually increases the estimated effect of education.

The county of Iserlohn, which was well-known as a leading industrial center worldwide in
the first half of the 19" century for its large metalworking factories (evidenced, for example, by
an Iserlohn-produced coat of mail on display in the Tower of London), is a significant outlier in
metal factories during the first phase. In Iserlohn, 16.5% of the population worked in metal
factories in 1849, whereas the next-biggest share in any other Prussian county was 5.9%. The
qualitative results on the impact of education on industrialization are unaffected when estimating
the models without Iserlohn to ensure that results are not driven by this outlier (not shown).

To test whether our estimates are affected by local migration, we compute the average of the
education variables for each county and its neighboring counties (defined as sharing a border). In
some cases, children from one county might have enrolled in school in a neighboring county, so
that this average might reduce measurement error in the education variables. The average
education level also addresses the fact that the industrial labor force might have been recruited
on a broader regional market, capturing regional migration in search of employment. As the
results reported in columns (4) and (9) of Table 8 show, results are robust when using the
regional average of the education variables. The point estimates even increase in size, suggesting
that regional migration for school or work might indeed attenuate the previous findings.

As additional tests for migration, we can add indicators of the shares of the county population
that were born in the respective municipality and that are of Prussian origin, both available for
1871 (not shown). The estimated effect of education is robust to the inclusion of these migration
indicators and even increases in size, again suggesting that if anything, migration biases the
estimated effect of home-county education downwards.

All models so far measure industrial employment as a share of the total county population,
which is unaffected by possible endogeneity of total employment. Columns (5) and (10) of Table
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8 instead use the share of industrial employment in the occupied labor force as the dependent
variable. The results suggest that a 10 percentage point (p.p.) increase in our education measures
resulted in an 1849 share of factory workers in the labor force that was 0.9 p.p. higher, and in an
1882 share of manufacturing workers in the labor force that was 2.6 p.p. higher. Results are very
similar when using the population aged older than 16 (available in 1849) or the population aged
20 to 69 (available in 1882) as the denominator instead of the occupied labor force.

Results reported so far refer to basic education, measured by enrollment rates in elementary
and middle schools and by literacy rates. On average, enrollment rates in upper-secondary
schools did not surpass 5 percent throughout our 19"-century data, and a maximum of eight
universities existed on Prussian ground. When we add upper-secondary enrollment rates and
universities to our models, they do not enter significantly (mostly with a negative point estimate)
and do not change the significant positive effects of basic education (not shown). This suggests
that the basic follower mechanisms highlighted in Section | which stress the role of basic
education for technology diffusion, rather than higher-skill or entrepreneurial channels, were
most relevant for relative regional industrialization in Prussia in the 19™ century.

Finally, Table 9 reports a set of geographical robustness tests. As is evident in Figure 1,
Prussia in 1849 was divided into two separated parts — the Rhineland and Westphalia to the West
and the other provinces to the East. To ensure that results are not driven by this separation,
columns (1) and (5) add a dummy for the Western parts. Results are qualitatively unaffected, and
the Western dummy is insignificant. However, it enters significantly negative in the estimation
for industries outside metals and textiles and significantly positive for the metal industry (not
shown), in line with the coal-driven industrialization in the Ruhr area. Still, the qualitative results
on the effect of education remain unaffected also in the two sub-sectors.

To control for possible differences in counties with Slavic languages, columns (2) and (6)
add an indicator for counties located in Poland today. While the indicator enters significantly
negatively (although not outside metals and textiles, not shown), the qualitative results for the
education effect remain the same. The same qualitative results are also obtained when including
an indicator for the three predominantly Polish-speaking provinces Prussia, Poznan, and Silesia.

As additional geographical robustness tests, columns (3) and (7) augment the model by
distance to Berlin as the Prussian capital, distance to the closest province capital, and distance to
London. The latter measure may capture effects of the geographical distance to Britain, where
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the new industrial technologies originated. As expected, industrialization is lower, the further
away a county is from London and from Berlin, and the closer it is to a province capital.
However, none of these controls affects the qualitative result on the role of education in
industrialization. The specification in columns (4) and (8) even adds a full geographical grid of

latitude and longitude, again leaving the education result unaffected.

V. Interpretation in Relation to Existing British Evidence

The reported results constitute a substantial change in the empirical assessment of the
historical role of education in the transition to modern industrial growth. The literature so far has
not found a similar educat