# ECONSTOR 

A Service of

# Working Paper <br> Generalized quadratic revenue functions 

CESifo Working Paper, No. 2404

## Provided in Cooperation with:

Ifo Institute - Leibniz Institute for Economic Research at the University of Munich

Suggested Citation: Chambers, Robert G.; Färe, Rolf; Grosskopf, Shawna (2008) : Generalized quadratic revenue functions, CESifo Working Paper, No. 2404, Center for Economic Studies and ifo Institute (CESifo), Munich

This Version is available at:
https://hdl.handle.net/10419/26449

## Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen (insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten, gelten abweichend von diesen Nutzungsbedingungen die in der dort genannten Lizenz gewährten Nutzungsrechte.

[^0]

# Generalized Quadratic Revenue Functions 

Robert G. Chambers<br>Rolf FÄRE<br>Shawna Grosskopf<br>Michael Vardanyan

CESifo Working Paper No. 2404<br>Category 10: Empirical and Theoretical Methods<br>September 2008

- from the SSRN website:
- from the RePEc website:
- from the CESifo website:
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#### Abstract

In this paper we focus on specification of revenue functions in their dual price space. We consider two distance functions, both dual to the revenue function: Shephard output distance function and the directional output distance function, both in price space. The former is multiplicative, satisfying homogeneity, the latter is additive satisfying transitivity. Functional equation methods yield translog specification for the Shephard case and quadratic for the directional case. Monte Carlo evidence suggests that the quadratic specification more precisely represents technology.
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## 1 Introduction

With the introduction of the Shortage Function (Luenberger, 1992, 1995) or Directional Distance Functions (Chambers, Chung and Färe, 1996) into economics, we have a new tool at our disposal for characterizing technology (or consumer preferences). These distance functions satisfy translation, a property that follows from their definition, and which corresponds to the more familiar homogeneity conditions that are characteristic of Shephard's distance functions. Both types of functions accommodate multiple inputs and outputs, which has proven useful in the performance measurement literature.

Another appealing feature of the distance functions is the fact that they have well-known economic dual representations. For example, the revenue function is a Shephard (1970) type output distance function in price space. Here we derive the companion directional output distance function in price space, which is also dual to Shephard's output distance function. We then propose to compare these two price space distance functions in terms of their ability to represent technology in price space. Our approach is to parameterize these distance functions within the family of generalized quadratic functions and undertake a Monte Carlo experiment to assess their relative ability to describe the price space technology. Since both distance functions fully characterize the price space technology, we have two alternatives for its representation. The Monte Carlo experiment will provide guidance as to which distance function performs better empirically.

In a recent paper Färe, Martins-Filho and Vardanyan (2008) use a similar research design to compare the econometric performance of Shephard and Directional Distance Functions in output quantity space in a production context. Based on their Monte Carlo experiment they conclude that the directional distance function does a better job of modeling the technology within the family of generalized quadratic functions in quantity space. Färe et al. (in press) study these functions in the consumer theory context and come to a similar conclusion.

We exploit the translation and homogeneity properties to help us choose appropriate functional forms for parameterizing our distance functions. We employ functional equation techniques to identify the functional forms that satisfy the aforementioned properties as well as flexibility and linearity in parameters, i.e., they satisfy properties from economic theory as well as providing practical empirical properties. In contrast, in a recent study Feng and Serletis (2008) state that '...there is no a priori view as to which flexible functional forms are appropriate...' Our goal is to suggest a fruitful alternative to this view.

## 2 Parametric Generalized Quadratic Functions

In this section we introduce the generalized quadratic function-a flexible functional form-and show how it may be parameterized using homogeneity and translation properties, i.e., the generalized quadratic function belongs to a class of functions that nest translation and homogeneity properties. Recall that the revenue function is homogeneous in output prices and that it is an output distance function in price space. The 'new' revenue function introduced in this paper as a directional output distance function in price space is shown below to satisfy the translation property. Homogeneity and translation are the properties we use to help us parameterize these functions.

Let

$$
F: \Re^{I} \rightarrow \Re, h: \Re \rightarrow \Re
$$

and $\zeta: \Re \rightarrow \Re$ with inverse $\zeta^{-1}$ and let $a_{i}, a_{i j}$ be real constants and $q_{i} \in \Re$, then

$$
\begin{equation*}
\zeta^{-1}(F(q))=a_{o}+\sum_{i=1}^{I} a_{i} h\left(q_{i}\right)+\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} h\left(q_{i}\right) h\left(q_{j}\right) \tag{1}
\end{equation*}
$$

is called a generalized quadratic function (Chambers, 1988), a transformed quadratic function (Diewert, 2002) or is said to have a second-order Taylor's series approximation interpretation (Färe and Sung, 1986). If $a_{i}=0, i=1, \ldots, I$ and $a_{i j} \neq 0, i=1, \ldots, I$, then it is a generalized quasi-quadratic function (Färe and Sung, 1986).

We say that $F(q)$ is homogeneous of degree +1 if

$$
\begin{equation*}
F(\lambda q)=\lambda F(q), \lambda>0 \tag{2}
\end{equation*}
$$

and it satisfies the translation property if

$$
\begin{equation*}
F(q+\alpha g)=F(q)+\alpha, \alpha \in \Re \tag{3}
\end{equation*}
$$

where $g=\left(g_{1}, \ldots, g_{I}\right) \in \Re^{I}, g \neq 0$ is the directional vector. ${ }^{1}$

Note that the generalized quadratic function (1) is linear in the parameters $a_{i}$ and $a_{i j}$ and that it is quadratic in $h($.$) . The first property is desirable from an econometric point of view and the second$

[^1]from an economic point of view.

The interaction between (1) and (2) or between (1) and (3) yield functional equations. What we seek are the solutions to these functional equations, which will provide the 'functional form' that globally satisfies the conditions (1) and (2) or (2) and (3). As it turns out, there are two solutions for each pair of conditions, which provide the basis for our choice of parameterization. Beginning with (1) and (2), i.e., our generalized form in combination with homogeneity, yields the following solutions (see Färe and Sung, 1986):

$$
\begin{equation*}
F(q)=a_{o}+\sum_{i=1}^{I} a_{i} \ln \left(q_{i}\right)+\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} \ln \left(q_{i}\right) \ln \left(q_{j}\right) \tag{4}
\end{equation*}
$$

namely the translog function (Christensen, et al, 1971), and

$$
\begin{equation*}
F(q)=\left(a_{o}+\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} q_{i}^{r / 2} q_{j}^{r / 2}\right)^{1 / r} \tag{5}
\end{equation*}
$$

which is the quadratic mean of order $r$ function.

The functional equations (1) and (3), i.e., generalized quadratic and translation, with $g=(1, \ldots, 1)$ yield two solutions as well (Färe and Lundberg, 2006)

$$
\begin{equation*}
F(q)=a_{o}+\sum_{i=1}^{I} a_{i}\left(q_{i}\right)+\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j}\left(q_{i}\right)\left(q_{j}\right) \tag{6}
\end{equation*}
$$

the quadratic function, and

$$
\begin{equation*}
F(q)=\frac{1}{2 \lambda} \ln \sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} \exp \left(\lambda q_{i}\right) \exp \left(\lambda q_{j}\right), \lambda \neq 0 \tag{7}
\end{equation*}
$$

an unnamed function. ${ }^{2}$
In passing, we mention that Diewert (1971) and Diewert and Wales (1987) introduced the generalized Leontief and the normalized quadratic functions. These have the forms

$$
\begin{equation*}
F(q)=\sum_{i=1}^{I} a_{i} q_{i}+\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} q_{i}^{1 / 2} q_{j}^{1 / 2} \tag{8}
\end{equation*}
$$

and

[^2] function.
\[

$$
\begin{equation*}
F(q)=\sum_{i=1}^{I} a_{i} q_{i}+\frac{\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} q_{i} q_{j}}{\sum_{i=1}^{I} b_{i} q_{i}} \tag{9}
\end{equation*}
$$

\]

respectively. These two homogeneous function belong to a more general class than the generalized quadratic, namely, they are of the form

$$
\begin{equation*}
\zeta^{-1}(F(q))=a_{o}+\sum_{i=1}^{I} a_{i} h\left(q_{i}\right)+\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} f\left(q_{i}\right) f\left(q_{j}\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta^{-1}(F(q))=a_{o}+\sum_{i=1}^{I} a_{i} h\left(q_{i}\right)+\frac{\sum_{i=1}^{I} \sum_{j=1}^{I} a_{i j} f\left(q_{i}\right) f\left(q_{j}\right)}{g(q)} . \tag{11}
\end{equation*}
$$

Note that these differ from the generalized quadratic family of functional forms in (1) in that they include additional functions $f\left(q_{i}\right) f\left(q_{j}\right)$ in (10) as well as $g(q)$ in (11). Not much is known about the functional equations generated by (10), (2), (3) and (11), (2), (3).

## 3 Generalized Quadratic Revenue Functions

Let $x \in \Re_{+}^{N}$ denote inputs and $y \in \Re_{+}^{M}$ outputs; we model technology here by its output sets

$$
\begin{equation*}
P(x)=\{y: x \text { can produce } y\}, x \in \Re_{+}^{N} \tag{12}
\end{equation*}
$$

We assume that the output sets satisfy the usual axioms including free disposability of inputs and outputs, $P(x)$ nonempty and compact for $x \in \Re_{+}^{N}$, see Färe and Primont (1995) for details.

Let $p \in \Re_{+}^{M}$ be an output price vector, with the corresponding revenue function defined as

$$
\begin{equation*}
R(x, p)=\max \{p y: y \in P(x)\}, x \in \Re_{+}^{N} \tag{13}
\end{equation*}
$$

This function is homogeneous of degree +1 in output prices

$$
\begin{equation*}
R(x, \lambda p)=\lambda R(x, p), \lambda>0 \tag{14}
\end{equation*}
$$

Let $R$ be a given revenue value, then the associated output set in price space is

$$
\begin{equation*}
P(x, R)=\{p: R(x, p) \leqq R\} \tag{15}
\end{equation*}
$$

These price output sets have the following properties (see Shephard, 1970):
i. closed
ii. convex
iii. monotonic.

We note that the revenue function is an output distance function in price space, i.e.,

$$
\begin{align*}
D(x, p, R) & =\inf \{\lambda:(p / \lambda) \in P(x, R)\}  \tag{16}\\
& =\inf \{\lambda: R(x, p / \lambda) \leqq R)\} \\
& \left.=\inf \left\{\lambda: \frac{R(x, p)}{R} \leqq \lambda\right)\right\} \\
& =\frac{R(x, p)}{R} .
\end{align*}
$$

The second equality follows from the definition of the output set in price space and the third from the homogeneity of the revenue function in output prices. Next, let $g=\left(g_{1}, \ldots, g_{M}\right) \neq 0$ be a directional vector, then the directional revenue function is defined as

$$
\begin{align*}
\Delta(x, p, R ; g) & =\sup \{\beta:(p+\beta g) \in P(x, R)\}  \tag{17}\\
& =\sup \{\beta: R(x, p+\beta g) \leqq R\} .
\end{align*}
$$

Note that if $p=g$, then

$$
\begin{align*}
\Delta(x, p, R ; g) & =\sup \{\beta: R(x, p(1+\beta)) \leqq R\}  \tag{18}\\
& =-1+\sup \{(1+\beta): R(x, p)(1+\beta) \leqq R\} \\
& =\frac{R}{R(x, p)}-1 \\
& =\frac{1}{D(x, p, R)}-1
\end{align*}
$$

which shows the relationship between the directional revenue function and the revenue function $R(x, p)$, or equivalently the price output distance function $D(x, p, R)$.

We illustrate the price output distance function and directional revenue function in the following figure. Both panels are of the same output price technology, $P(x, p, R)$ and evaluate the observed output


Directional revenue function

price pair at $a$. The Shephard price output distance function projects $a$ to the frontier of technology along a ray from the origin, i.e., for observation $a D(x, p, R)=0 a^{\prime} / 0 a$. The directional revenue function for observation $a$ is in the right hand panel; here the problem is maximize $\left(p_{1}, p_{2}\right)+\beta g$ with respect to $\beta . g$ is the direction vector which we add to $a$. We then scale along the segment $a, g+a$ until we reach the frontier at $\left(p_{1}, p_{2}\right)+\triangle(x, p, R ; g) g$. if the direction vector had been $g=\left(p_{1}, p_{2}\right)$, then the direction vector would lie on the ray from the origin, and the resulting value would be equal to $\frac{1}{D(x, p, R)}-1$.

From its definition, it follows that $\triangle(x, p, R ; g)$ satisfies the translation property, i.e., ${ }^{3}$

$$
\begin{equation*}
\triangle(x, p+\alpha g, R ; g)=\triangle(x, p, R ; g)+\alpha \tag{19}
\end{equation*}
$$

The following lemma establishes the relationship between the two revenue functions $\triangle(x, p, R ; g)$ and $R(x, p)$. The proof is in the appendix.
LEMMA: $\triangle(x, p, R ; g)=0 \Leftrightarrow R(x, p)=R$.

Thus the two revenue functions model the same price space technology $P(x, R)$. Using this lemma we may write the directional revenue function as

[^3]\[

$$
\begin{equation*}
\triangle(x, p, R(x, p) ; g) \tag{20}
\end{equation*}
$$

\]

If the revenue function is differentiable, we may derive the following marginal conditions from (20)

$$
\begin{equation*}
\partial R / \partial p_{m}=-\frac{\partial \triangle / \partial p_{m}}{\partial \triangle / \partial R}, m=1, \ldots, M \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial R / \partial x_{n}=-\frac{\partial \triangle / \partial x_{n}}{\partial \triangle / \partial R}, n=1, \ldots, N \tag{22}
\end{equation*}
$$

where (21) yields the supply functions for outputs and (22) gives us the shadow prices of the inputs. Note that the left hand side is based on the usual revenue function whereas the right hand side is the directional revenue function. Thus one may estimate $\triangle(x, p, R ; g)$ and derive the desirable properties of $R(x, p)$.

To illustrate this derivation we provide a simple example of (20). Let technology be a simple production function

$$
\begin{equation*}
F(x)=\max \{y: y \in P(x)\}, y \in \Re_{+}^{M} \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
y=\sqrt{x} \tag{24}
\end{equation*}
$$

The corresponding revenue function is

$$
\begin{equation*}
R(x, p)=p \sqrt{x} \tag{25}
\end{equation*}
$$

The directional revenue function with $g=1$ is

$$
\begin{align*}
\triangle(x, p, R ; 1) & =\max \{\beta:(p+\beta) \sqrt{x} \leqq R\}  \tag{26}\\
& =\max \{\beta: p \sqrt{x}+\beta \sqrt{x} \leqq R\} \\
& =\max \left\{\beta: \beta \leqq \frac{R}{\sqrt{x}}-p\right\} \\
& =\frac{R}{\sqrt{x}}-p
\end{align*}
$$

The supply function associated with (25) equals

$$
\begin{equation*}
\partial R / \partial p=\sqrt{x} \tag{27}
\end{equation*}
$$

From (26) we have

$$
\begin{equation*}
\partial \triangle / \partial p=-1 \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial \triangle / \partial R=\frac{1}{\sqrt{x}} \tag{29}
\end{equation*}
$$

thus

$$
\begin{equation*}
\frac{\partial \triangle / \partial p}{\partial \triangle / \partial R}=\sqrt{x}=\partial R / \partial p \tag{30}
\end{equation*}
$$

In our Monte Carlo experiment, we parameterize the usual revenue function as a translog function given the homogeneity of the revenue function. We parameterize the directional revenue function as a quadratic, consistent with the translation property of the directional revenue function. We choose translog and quadratic over the other possible solutions because they have both first and second order terms.

## 4 The Monte Carlo Experiments

Throughout this section we follow the setup of the experiment outlined in Färe, Martins-Filho, and Vardanyan (2008) and our Monte Carlo experiments focus on two classes of the true price space technologies. We assume three so-called polynomial-of-order-four technologies (P1, P3, P3) which give us our 'translation' quadratic technology and three translog-of-order-four technologies (L1, L2, L3) which satisfy homogeneity. Since we are mainly interested in the shape of the frontier of the price output set, we assume that only one input is used to generate two output prices. The values of this input are set to unity for all simulated observations in our samples. This normalization will aid in the visual assessment of the quality of approximation, as the price output set is specified for a given level of input utilization. Moreover, we apply the same normalization to the revenue.

Beginning with the polynomial-of-order-four technologies (P), we have

$$
\begin{equation*}
P^{Q}(1,1)=\left\{\left(p_{1}, p_{2}\right): p_{2}=f^{Q}\left(p_{1}\right)\right\} \tag{31}
\end{equation*}
$$

where $f^{Q}\left(p_{1}\right)=\left(\beta_{0}^{Q}+\beta_{1}^{Q} p_{1}+\beta_{2}^{Q} p_{1}^{2}+\beta_{3}^{Q} p_{1}^{3}+\beta_{4}^{Q} p_{1}^{4}\right)$ definesthefrontierofthepriceoutputset ${ }^{4}$, and the parameter vector $\beta^{Q}=\left(\beta_{0}^{Q}, \ldots, \beta_{4}^{Q}\right)$ models the degree of its concavity. The three assumed scenarios cover a wide range of possibilities and at the same time allow for relatively simple interpretation of the simulation results. The parameters are chosen in the following way:

| Quadratic Functional Form |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Model P1 | Model P2 | Model P3 |
| $\beta_{0}^{Q}$ | 11.70 | 11.10 | 10.60 |
| $\beta_{1}^{Q}$ | -0.91 | -0.72 | -0.54 |
| $\beta_{2}^{Q}$ | $0.50 \times 10-5$ | $0.50 \times 10-4$ | $0.10 \times 10-2$ |
| $\beta_{3}^{Q}$ | $0.10 \times 10-4$ | $0.10 \times 10-3$ | $0.10 \times 10-2$ |
| $\beta_{3}^{Q}$ | $-0.45 \times 10-3$ | $-0.12 \times 10-2$ | $-0.24 \times 10-2$ |

Note that this setup can be extended to a more general case involving more than one production input. However, given the goals of the experiment, such a generalization is not necessary, since the above setup already includes the possibility of multiple inputs through our choice of the parameter vector $\beta^{Q} .{ }^{5}$ Panel (A) of Figure 1 illustrates the plots of the price output set frontiers for the valid range of the first output price. Model P1 has the 'flattest' price output frontier, and Model P3 the most curvature.

The prices $p_{1}$ are generated by drawing samples of various sizes (K) from a gamma distribution with the density given by $f\left(p_{1}\right)=p^{\lambda-1} e^{-p_{1} / \theta}\left(\Gamma(\lambda) \theta^{\lambda}\right)^{-1}$, where $\Gamma(\cdot)$ is the gamma function, with $(\lambda, \theta) \in \Re_{+}^{2}$. We assume the following three cases with regards to the true sample size: $\mathrm{K}=50, \mathrm{~K}=100$, and $\mathrm{K}=500$.

Our class of polynomial technologies is further divided into two subclasses, type- A and type-B models, which differ by the values of the parameter vector $(\lambda, \theta)$ that we assume for the experiment. Specifically, type-A specifications have $(\lambda, \theta)=(5,0.5)$, whereas type-B models assume $(\lambda, \theta)=(18,0.25) .{ }^{6}$ The prices $p_{2}$ for the polynomial (quadratic) technologies are then generated as $p_{2}=f^{Q}\left(p_{1}\right)-\nu$, where

[^4]the random noise $\nu$ captures the price-space counterpart to 'technical inefficiency' and is assumed to have an exponential distribution with the density $f(\nu)=\exp -\nu$.

Turning next to the specification of the translog price technologies (L), we have

$$
\begin{equation*}
P^{L}(1,1)=\left\{\left(p_{1}, p_{2}\right): \ln \left(p_{2}\right)=f^{L}\left(p_{1}\right)\right\} \tag{32}
\end{equation*}
$$

where $f^{L}\left(p_{1}\right)=\beta_{0}^{L}+\beta_{1}^{L}\left(\ln p_{1}\right)+\beta_{2}^{L}\left(\ln p_{1}^{2}\right)+\beta_{3}^{L}\left(\ln p_{1}^{3}\right)+\beta_{4}^{L}\left(\ln p_{1}^{4}\right)$ and the parameter vector $\beta^{L}=$ $\left(\beta_{0}^{L}, \ldots, \beta_{4}^{L}\right)$ is chosen in the following way: ${ }^{7}$

| Translog Functional Form |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Model L1 | Model L2 | Model L3 |
| $\beta_{0}^{L}$ | 3.000 | 2.845 | 2.690 |
| $\beta_{1}^{L}$ | -3.500 | -3.400 | -3.300 |
| $\beta_{2}^{L}$ | 3.900 | 4.000 | 4.100 |
| $\beta_{3}^{L}$ | -1.500 | -1.475 | -1.415 |
| $\beta_{4}^{L}$ | -0.140 | -0.220 | -0.330 |

Panel (B) of Figure 1 illustrates the plots of the corresponding boundaries for the translog case. We draw the samples of the same three sizes as before from the uniform distribution as $\ln \left(p_{1}\right) \sim$ Uniform $(0.7,1.4)$ to ensure that all of the true price output set frontiers have non-decreasing pricespace counterparts of the marginal rate of transformation at each value of $p_{1}$. As in the case of the polynomial technologies, the three choices allow us to keep the experiment both reasonably general as well as easily interpretable. Finally, the price-space counterpart of 'technical inefficiency' is introduced in a similar way as before, i.e., $\ln \left(p_{2}\right)=\ln \left(\exp \left\{f^{L}\left(p_{1}\right)\right\}-\nu\right)$.

The translog and the quadratic output distance functions in price space are given respectively by

$$
\begin{equation*}
\ln D(1, p, 1)=\gamma_{0}+\gamma_{1} \ln p_{1}+\gamma_{2} \ln p_{2}+\frac{\gamma_{11}}{2}\left(\ln \left(p_{1}\right)\right)^{2}+\frac{\gamma_{22}}{2}\left(\ln \left(p_{2}\right)\right)^{2}+\gamma_{12} \ln p_{1} \ln p_{2} \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\triangle(1, p, 1)=\delta_{0}+\delta_{1} p_{1}+\delta_{2} p_{2}+\frac{\delta_{11}}{2} p_{1}^{2}+\frac{\delta_{22}}{2} p_{2}^{2}+\delta_{12} p_{1} p_{2} \tag{34}
\end{equation*}
$$

respectively.

We use the linear programming techniques popularized by Aigner and Chu (1968) to compute the parameter estimates of these as frontier functions. Their properties, such as representation, monotonic-

[^5]ity, translation and homogeneity, have been imposed and satisfied during each of the 200 replications. ${ }^{8}$ Finally, we consider three choices of the directional vector g, which enters problem (34) via translation property constraints: $\mathrm{g}=(10,1), \mathrm{g}=(1,1)$, and $\mathrm{g}=(1,10)$.

In the next stage of the experiment we use parameter estimates from (33) and (34) to obtain the estimated price-space frontiers and then visually assess the quality of approximation provided by the translog and the quadratic parameterizations. We start by assuming price-space technical efficiency for every observation in the sample, i.e., $\triangle^{k}(1, p, 1: g)=0$ and $D^{k}(1, p, 1)=1$ for all $k=1, \ldots, K$, and then substitute the quantities representing the first output price to solve $K$ quadratic equations. The solutions to these equations, $p_{2 k}^{*}(\hat{\gamma})$ and $p_{2 k}^{*}(\hat{\delta})$, place every observation on the estimated boundary of the price output set producing its plot.

The following three benchmarks are used to assess the quality of our parametric approximations:

1. The average Euclidean distance between the true and simulated prices of the second output.
2. The average discrepancy between the price-space counterparts of the relative shadow prices.
3. The mean Euclidean distance between the true and estimated price-space measures of the frontier curvature. This measure can be interpreted as the price-space counterpart of the Morishima elasticity of substitution [Morishima (1967)].

The first benchmark is obtained using the true and estimated prices of the second output and is defined as

$$
\begin{equation*}
\bar{\Theta}(\hat{\gamma})=K^{-1}\left(\sum_{k=1}^{K}\left[p_{2 k}^{*}(\hat{\gamma})-f^{L}\left(p_{1 k}\right)\right]^{2}\right)^{1 / 2} \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\Theta}(\hat{\delta})=K^{-1}\left(\sum_{k=1}^{K}\left[p_{2 k}^{*}(\hat{\delta})-f^{Q}\left(p_{1 k}\right)\right]^{2}\right)^{1 / 2} \tag{36}
\end{equation*}
$$

in the translog and polynomial models, respectively.

The second benchmark can be interpreted as the average discrepancy between the true and estimated price-space counterparts of the marginal rate of transformation evaluated at frontier points. From duality

[^6]theory, the relative shadow quantities can be defined as (Färe and Primont (1995); Färe and Grosskopf (2004))
\[

$$
\begin{equation*}
\psi=\frac{\partial D(1, p, 1) / \partial p_{1}}{\partial D(1, p, 1) / \partial p_{2}}=\frac{\partial \triangle(1, p, 1 ; g) / \partial p_{1}}{\partial \triangle(1, p, 1: g) / \partial p_{2}} \tag{37}
\end{equation*}
$$

\]

Hence, the average Euclidean distance between the true and estimated price-space representations of relative shadow quantities is equal to

$$
\begin{equation*}
\bar{\Omega}(\hat{\gamma})=K^{-1}\left(\sum_{k=1}^{K}\left(\rho_{k}+\frac{\partial \ln D\left(1, p_{1 k}, p_{2 k}, 1\right) / \partial \ln \left(p_{1}\right)}{\partial \ln D\left(1, p_{1 k}, p_{2 k}, 1\right) / \partial \ln \left(p_{2}\right)} \frac{p_{2 k}}{p_{1 k}}\right)^{2}\right)^{1 / 2} \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\Theta}(\hat{\gamma})=K^{-1}\left(\sum_{k=1}^{K}\left(\rho_{k}+\frac{\partial \triangle\left(1, p_{1 k}, p_{2 k}, 1\right) / \partial\left(p_{1}\right)}{\partial \triangle\left(1, p_{1 k}, p_{2 k}, 1\right) / \partial\left(p_{2}\right)}\right)^{2}\right)^{1 / 2} \tag{39}
\end{equation*}
$$

where $\rho_{k}$ is the negative of the true shadow quantities for observation k . Note that $\rho_{k}=\frac{\partial f^{Q}\left(p_{1 k}\right)}{\partial p_{1}}$ in the case of polynomial technologies and $\rho_{k}=\frac{\partial f^{L}\left(p_{1 k}\right)}{\partial \ln p_{1}} \frac{p_{2 k}}{p_{1 k}}$ for translog technologies.

Finally, our third benchmark assesses the relative error in the approximation of the price output set curvature. It is defined as $\partial \ln \psi / \partial \ln \left(p_{2} / p_{1}\right)$ and we have

$$
\begin{align*}
e_{k}(\hat{\gamma}) & =1-\frac{\partial^{2} \ln D\left(1, p_{k}, 1\right)}{\partial\left(\ln p_{1}\right)^{2}} \partial \ln D\left(1, p_{k}, 1\right) / \partial \ln p_{1}+\frac{\partial^{2} \ln D\left(1, p_{k}, 1\right)}{\partial\left(\ln p_{1}\right) \partial\left(\ln p_{2}\right)} \partial \ln D\left(1, p_{k}, 1\right) / \partial \ln p_{2}  \tag{40}\\
& =1-\frac{\hat{\gamma}_{11}}{\hat{\gamma}_{1}+\hat{\gamma}_{11} \ln p_{1 k}+\hat{\gamma}_{12} \ln p_{2 k}}+\frac{\hat{\gamma}_{12}}{\hat{\gamma}_{2}+\hat{\gamma}_{22} \ln p_{2 k}+\hat{\gamma}_{12} \ln p_{1 k}},
\end{align*}
$$

and

$$
\begin{align*}
e_{k}(\hat{\delta}) & =p_{1}\left(\frac{\partial^{2} \triangle\left(1, p_{k}, 1 ; g\right) / \partial p_{1} p_{2}}{\partial \triangle\left(1, p_{k}, 1 ; g\right) / \partial p_{2}}-\frac{\partial^{2} \triangle\left(1, p_{k}, 1 ; g\right) / \partial p_{1}^{2}}{\partial \triangle\left(1, p_{k}, 1 ; g\right) / \partial p_{1}}\right)  \tag{41}\\
& =p_{1}\left(\frac{\hat{\delta}_{12}}{\hat{\delta}_{2}+\hat{\delta}_{22} p_{2 k}+\hat{\delta}_{12} p_{1 k}}-\frac{\hat{\delta}_{11}}{\hat{\delta}_{1}+\hat{\delta}_{11} p_{1 k}+\hat{\delta}_{12} p_{1 k}}\right)
\end{align*}
$$

Therefore, the mean Euclidean distance is equal to

$$
\begin{equation*}
\bar{E}(\cdot)=K^{-1} \sum_{k=1}^{K}\left(\left(e_{k}+e_{k}(\cdot)\right)^{2}\right)^{1 / 2} \tag{42}
\end{equation*}
$$

where $e_{k}$ is the negative of the true price-space elasticity of substitution for observation k. Also, note that $e_{k}=\frac{\partial^{2} f^{L}\left(p_{1 k}\right) / \partial \ln p_{1}^{2}}{\partial f^{L}\left(p_{1 k}\right) / \partial \ln p_{1}}-1$ and $e_{k}=p_{1 k} \frac{\partial^{2} f^{Q}\left(p_{1 k}\right) / \partial p_{1}^{2}}{\partial f^{Q}\left(p_{1 k}\right) / \partial p_{1}}$ for translog and polynomial technologies, respectively.

## 5 Results

The quality of approximation of the price output set frontier attained by the quadratic directional revenue function is better than that achieved by the translog revenue function. This conclusion is based on the visual comparison of plots in Figure 2 and Figure 3, as well as via a more rigorous investigation of the simulation results summarized in Table 1.

The estimated frontiers that were recovered using the parameters of the translog revenue function all have the wrong curvature in both classes of the true technologies used in the experiment. For example, in Figure 2-which is based on data generated from a 'true' quadratic function-we would expect that estimation using the translog functional form would yield relatively poorer results than the quadratic, which it does - compare top and bottom panels in Figure 2. However, even when the 'true' technology is translog as in Figure 3, estimation using the translog functional form yields estimates of the frontier that again have the wrong curvature. This result is confirmed by the average estimated counterpart to the deviations between the estimated and true elasticity of substitution, which, regardless of the directional vector assumed, is always smaller in all of the quadratic specifications than the translog.

Note also that while an increase in the sample size always produces a closer approximation in the quadratic parameterizations (compare $\bar{\Theta}, \bar{\Omega}, \bar{E}$ for $\triangle(\cdot)$ (quadratic) versus $D(\cdot)$ in Table 1), similar increases in K generally result in poorer quality of approximation when the data is generated as translog for both $\triangle(\cdot)$ and $D(\cdot)$, although this is more pronounced with $D(\cdot)$ despite the fact that the data were generated as translog (see Table 2).

## Figure 1

True Frontiers of the Price Space Output Set
I. Polynomial Technologies

II. Translog Technologies


## Table 1

## Results of the Monte Carlo Experiment; <br> P1 Models*

| Type-A Models |  | $\bar{\Theta}(\cdot)$ | $\bar{\Omega}(\cdot)$ | $\overline{\mathrm{E}}(\cdot)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta(1, p, 1 ; g)$ | $g=(1,10)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.065 | 0.072 | 0.188 |
|  | $\mathrm{~K}=100$ | 0.037 | 0.043 | 0.115 |
|  | $\mathrm{~K}=500$ | 0.012 | 0.019 | 0.078 |
| $g=(1,1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.065 | 0.072 | 0.104 |
|  | $\mathrm{~K}=100$ | 0.038 | 0.044 | 0.083 |
| $\mathrm{~K}=500$ | 0.013 | 0.020 | 0.080 |  |
|  | $g=(10,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.068 | 0.074 | 0.106 |
|  | $\mathrm{~K}=100$ | 0.041 | 0.050 | 0.115 |
|  | $\mathrm{~K}=500$ | 0.015 | 0.021 | 0.119 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.098 | 0.168 | 1.158 |
|  | $\mathrm{~K}=100$ | 0.086 | 0.153 | 0.816 |
|  | $\mathrm{~K}=500$ | 0.124 | 0.190 | 0.584 |

Type-B Models

| $\Delta(1, p, 1 ; g)$ | $g=(1,10)$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{K}=50$ | 0.065 | 0.078 | 0.344 |
|  | $\mathrm{~K}=100$ | 0.035 | 0.044 | 0.215 |
|  | $\mathrm{~K}=500$ | 0.014 | 0.025 | 0.169 |
|  | $g=(1,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.065 | 0.074 | 0.219 |
|  | $\mathrm{~K}=100$ | 0.036 | 0.044 | 0.208 |
|  | $\mathrm{~K}=500$ | 0.012 | 0.018 | 0.248 |
|  | $g=(10,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.063 | 0.067 | 0.434 |
|  | $\mathrm{~K}=100$ | 0.032 | 0.037 | 0.435 |
|  | $\mathrm{~K}=500$ | 0.007 | 0.011 | 0.444 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.080 | 0.101 | 0.479 |
|  | $\mathrm{~K}=100$ | 0.063 | 0.098 | 0.459 |
|  | $\mathrm{~K}=500$ | 0.117 | 0.179 | 0.653 |

[^7]Table 1 (continued)
Results of the Monte Carlo Experiment;
P2 Models

| Type-A Models |  | $\bar{\Theta}(\cdot)$ | $\bar{\Omega}(\cdot)$ | $\overline{\mathrm{E}}(\cdot)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta(1, p, 1 ; g) \quad g=(1,10)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.072 | 0.091 | 0.312 |
|  | $\mathrm{K}=100$ | 0.042 | 0.062 | 0.236 |
|  | $\mathrm{K}=500$ | 0.026 | 0.044 | 0.198 |
| $g=(1,1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.068 | 0.077 | 0.190 |
|  | $\mathrm{K}=100$ | 0.040 | 0.053 | 0.187 |
|  | $\mathrm{K}=500$ | 0.022 | 0.034 | 0.197 |
| $g=(10,1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.067 | 0.068 | 0.321 |
|  | $\mathrm{K}=100$ | 0.039 | 0.045 | 0.318 |
|  | $\mathrm{K}=500$ | 0.018 | 0.027 | 0.327 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.125 | 0.206 | 1.390 |
|  | $\mathrm{K}=100$ | 0.120 | 0.195 | 1.077 |
|  | $\mathrm{K}=500$ | 0.199 | 0.237 | 0.799 |
| Type-B Models |  |  |  |  |
| $\Delta(1, p, 1 ; g)$ | $g=(1,10)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.067 | 0.092 | 0.544 |
|  | $\mathrm{K}=100$ | 0.041 | 0.065 | 0.397 |
|  | $\mathrm{K}=500$ | 0.030 | 0.055 | 0.360 |
|  | $g=(1,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.061 | 0.071 | 0.556 |
|  | $\mathrm{K}=100$ | 0.033 | 0.039 | 0.588 |
|  | $\mathrm{K}=500$ | 0.012 | 0.022 | 0.624 |
|  | $g=(10,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.074 | 0.097 | 1.031 |
|  | $\mathrm{K}=100$ | 0.054 | 0.086 | 1.039 |
|  | $\mathrm{K}=500$ | 0.055 | 0.091 | 1.047 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.172 | 0.271 | 1.009 |
|  | $\mathrm{K}=100$ | 0.193 | 0.309 | 1.118 |
|  | $\mathrm{K}=500$ | 0.307 | 0.468 | 1.472 |

Table 1 (continued)
Results of the Monte Carlo Experiment; P3 Models

| Type-A Models |  | $\bar{\Theta}(\cdot)$ | $\bar{\Omega}(\cdot)$ | $\overline{\mathrm{E}}(\cdot)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta(1, p, 1 ; g) \quad g=(1,10)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.075 | 0.098 | 0.468 |
|  | $\mathrm{K}=100$ | 0.049 | 0.086 | 0.397 |
|  | $\mathrm{K}=500$ | 0.043 | 0.075 | 0.358 |
| $g=(1,1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.064 | 0.077 | 0.338 |
|  | $\mathrm{K}=100$ | 0.034 | 0.054 | 0.328 |
|  | $\mathrm{K}=500$ | 0.021 | 0.042 | 0.342 |
| $g=(10,1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.090 | 0.220 | 0.591 |
|  | $\mathrm{K}=100$ | 0.083 | 0.138 | 0.588 |
|  | $\mathrm{K}=500$ | 0.112 | 0.159 | 0.597 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.173 | 0.275 | 1.813 |
|  | $\mathrm{K}=100$ | 0.178 | 0.277 | 1.429 |
|  | $\mathrm{K}=500$ | 0.218 | 0.312 | 1.135 |
| Type-B Models |  |  |  |  |
| $\Delta(1, p, 1 ; g)$ | $g=(1,10)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.065 | 0.088 | 0.590 |
|  | $\mathrm{K}=100$ | 0.036 | 0.055 | 0.518 |
|  | $\mathrm{K}=500$ | 0.025 | 0.049 | 0.522 |
|  | $g=(1,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.085 | 0.129 | 1.065 |
|  | $\mathrm{K}=100$ | 0.055 | 0.109 | 1.122 |
|  | $\mathrm{K}=500$ | 0.058 | 0.110 | 1.179 |
|  | $g=(10,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.120 | 0.227 | 1.595 |
|  | $\mathrm{K}=100$ | 0.105 | 0.215 | 1.599 |
|  | $\mathrm{K}=500$ | 0.121 | 0.216 | 1.620 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.341 | 0.579 | 1.749 |
|  | $\mathrm{K}=100$ | 0.420 | 0.680 | 1.980 |
|  | $\mathrm{K}=500$ | 0.605 | 0.902 | 2.279 |

Table 2
Results of the Monte Carlo Experiment;
L1 and L2 Models

| L1 Models |  | $\bar{\Theta}(\cdot)$ | $\bar{\Omega}(\cdot)$ | $\overline{\mathrm{E}}(\cdot)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta(1, p, 1 ; g)$ | $g=(1,10)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.071 | 0.208 | 1.409 |
|  | $\mathrm{~K}=100$ | 0.037 | 0.155 | 1.422 |
|  | $\mathrm{~K}=500$ | 0.029 | 0.132 | 1.449 |
|  | $g=(1,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.071 | 0.236 | 1.710 |
|  | $\mathrm{~K}=100$ | 0.052 | 0.197 | 1.735 |
|  | $\mathrm{~K}=500$ | 0.042 | 0.168 | 1.779 |
|  | $g=(10,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.073 | 0.241 | 1.959 |
|  | $\mathrm{~K}=100$ | 0.049 | 0.215 | 1.979 |
|  | $\mathrm{~K}=500$ | 0.047 | 0.189 | 1.991 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.199 | 0.532 | 2.059 |
|  | $\mathrm{~K}=100$ | 0.266 | 0.672 | 2.238 |
|  | $\mathrm{~K}=500$ | 0.415 | 0.968 | 2.468 |
|  |  |  |  |  |
| L2 Models |  |  |  |  |
| $\Delta(1, p, 1 ; g)$ | $g=(1,10)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.082 | 0.642 | 1.746 |
|  | $\mathrm{~K}=100$ | 0.055 | 0.675 | 1.769 |
|  | $\mathrm{~K}=500$ | 0.056 | 0.718 | 1.828 |
|  | $g=(1,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.101 | 0.724 | 2.328 |
|  | $\mathrm{~K}=100$ | 0.081 | 0.750 | 2.359 |
|  | $\mathrm{~K}=500$ | 0.084 | 0.818 | 2.428 |
|  | $g=(10,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.099 | 0.774 | 2.719 |
|  | $\mathrm{~K}=100$ | 0.095 | 0.830 | 2.719 |
| $\mathrm{~K}=500$ | 0.096 | 0.852 | 2.717 |  |
| $D(1, p, 1)$ | $\mathrm{K}=50$ |  |  |  |
|  | $\mathrm{~K}=100$ | 0.295 | 0.789 | 2.818 |
|  |  | 0.379 | 0.968 | 3.028 |
|  | 0.575 | 1.295 | 3.299 |  |

Table 2 (continued)
Results of the Monte Carlo Experiment;
L3 Models

|  |  | $\bar{\Theta}(\cdot)$ | $\bar{\Omega}(\cdot)$ | $\overline{\mathrm{E}}(\cdot)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta(1, p, 1 ; g)$ | $g=(1,10)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.099 | 0.410 | 3.132 |
|  | $\mathrm{~K}=100$ | 0.091 | 0.396 | 2.938 |
|  | $\mathrm{~K}=500$ | 0.093 | 0.378 | 3.048 |
|  | $g=(1,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.135 | 0.579 | 3.895 |
|  | $\mathrm{~K}=100$ | 0.131 | 0.561 | 3.938 |
|  | $\mathrm{~K}=500$ | 0.139 | 0.539 | 4.039 |
|  | $g=(10,1)$ |  |  |  |
|  | $\mathrm{K}=50$ | 0.165 | 0.649 | 4.347 |
|  | $\mathrm{~K}=100$ | 0.155 | 0.619 | 4.379 |
|  | $\mathrm{~K}=500$ | 0.159 | 0.608 | 4.370 |
| $D(1, p, 1)$ |  |  |  |  |
|  | $\mathrm{K}=50$ | 0.439 | 1.169 | 4.581 |
|  | $\mathrm{~K}=100$ | 0.519 | 1.322 | 4.792 |
|  | $\mathrm{~K}=500$ | 0.742 | 1.651 | 5.022 |

Figure 2
Frontiers of the Price Output Set;
Model P1A; K=50



Figure 2 (continued)

Model P2B; K=100


Translog Revenue Function


Figure 2 (continued)

Model P3A; K=500


Figure 3
Frontiers of the Price Output Set;

Model L1; K=50

Quadratic Directional Revenue Function; $g=(10,1)$


Translog Revenue Function


## Figure 3 (continued)

Model L2; K=100



Figure 3 (continued)
Model L3; K=500



## 6 Conclusions

Our results with the revenue function representations in price space with Shephard and directional output distance functions are similar to the conclusions reached by Färe, Martins-Filho, and Vardanyan (2008) for quantity space estimates of distance functions using translog and quadratic functional forms. While the reliability of the quadratic parameterizations has been established once again, the relative failure of the translog specifications to precisely approximate the true frontier is as pronounced in the price space as was shown to be in the quantity space.

In terms of our effort here with respect to the revenue function, we have provided evidence that translog specifications will yield imprecise estimates of technology, despite the fact that they satisfy the homogeneity property. Fortunately, the dual price space directional distance function provides a specification that is consistent with the quadratic specification that provided more precise approximations of the technology, thus providing an alternative way to identify the revenue function.

## 7 Appendix

We provide a brief sketch of the proof of the lemma. It is similar to Luenberger's (1995, p. 100) proof of the relation between the utility function and the benefit function.

Recall that the revenue function is convex in prices and thus continuous on the interior of $\Re_{+}^{M}$ (Shephard, 1970, p. 230). It is also nondecreasing in prices.

Following Luenberger (1995, p. 100), given that
i) $R(x, p+\alpha g)<R(x, p), \alpha>0$, if $R(x, p)=R$ then $\triangle(x, p, R ; g)=0$.

Conversely, if $p \in$ Interior of $\Re_{+}^{M}$ and $\triangle(x, p, R ; g)=0$, then $R(x, p)=R$.

Details:
Assume that $R(x, p)=R$, then $\triangle() \geqq$.0 . Since i) holds, $R(x, p+\alpha g)<R(x, p), \alpha>0$, thus $\triangle(x, p, R ; g)=$ 0 .

Conversely let $p \in$ Interior of $\Re_{+}^{M}$ then $\triangle(x, p, R ; g)=0$, implies $R(x, p) \leqq R$ and $R(x, p+\alpha g)<$ $R(x, p)$. By continuity of $R$ in $p, R(x, p)=R$.
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[^1]:    ${ }^{1}$ In efficiency analysis this is the direction in which efficiency and productivity are measured (Chambers, Chung and Färe, 1996).

[^2]:    ${ }^{2}$ Chambers (1998) suggested (6) and (7) (with $\lambda=1 / 2$ ) as possible parameterizations of the directional distance

[^3]:    ${ }^{3}$ For the case in which $g=(1, \ldots, 1)(19)$ corresponds to (3).

[^4]:    ${ }^{4}$ During the initial stages of our research we have experimented with a number of additional cases involving other shapes of the true price output set boundaries. The outcomes of these experiments are very similar to the results that we describe in the next section.
    ${ }^{5}$ We have also considered several cases in which the actual quantities of two production inputs were assumed and included in the experiment directly. However, this generalization did not change our results.
    ${ }^{6}$ The type-A parameters yield data with relatively low values of $p_{1}$ and relatively high values of $p_{2}$, whereas typeB parameters yield relatively 'more balanced' prices. This turned out not to matter in terms of the quality of the approximation. As a consequence we assume just one class of true technologies in the translog case, where we used a uniform distribution to draw the data for $p_{1}$.

[^5]:    ${ }^{7}$ Both $\beta^{L}$ and $\beta^{Q}$ are assumed to be the same as in Färe, Martins-Filho and Vardanyan (2008).

[^6]:    ${ }^{8}$ See Chambers, Chung and Färe (1998) and Färe and Grosskopf (1994) for an in-depth discussion of the distance function properties.

[^7]:    * In type-A models the quantities $p_{1}$ were drawn from the gamma distribution assuming $(\lambda, \theta)=(5,0.5)$, whereas type-B models have $(\lambda, \theta)=(18,0.25)$.

